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Abstract 
This paper investigates the applicability of machine learning (ML) approaches in enhancing video 
caching at the network edge. To improve the video delivery performance and minimize the latency 
level, we employed different Machine Learning techniques, such as Random Forest, Linear Regression, 
and Bayesian Regression. Regarding the performance assessment of the proposed ML-driven caching 
strategies, we have utilized datasets from video streaming structures and simulated network scenarios. 
In the Random Forest model application, an enhanced cache hit ratios were determined with the 
conventional methods being improved by 22%. Linear regression and Bayesian regression also showed 
good results with the performances increased by 18% and 15%. Each of the ML methods provided a 
consistent reduction to latency with Random Forest providing a 25% reduction during peak periods, 
Linear Regression at 20% and Bayesian Regression at 18%. First of all, the versatility of the ML 
methods was observed, which resulted from the ability to address shifts in users’ requirements and the 
variability of the content during the analysis of the Random Forest model. Although the presented 
results are quite encouraging, the study also recognizes the increasing concern of user data privacy, 
especially in the context of privacy-preserving ML- based caching. To sum up, the use of ML 
techniques for video caching at the network edge shows high effectiveness of cache hit rates and low 
latency, which opens the way for the application of ML based caching to reform content delivery 
systems. Privacy issues have been established to be a crucial aspect that requires more research in order 
to establish the proper way of developing secure and effective video caching mechanisms 
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Introduction 
Efficient video caching on the Edge of Network has grown to be central in enhancing the 

delivery of content, particularly with the growing need for higher video streaming [1]. 

Leveraging Machine learning (ML) techniques gives a promising manner to optimize this 

caching manner. Video caching at the Edge of Network serves as a strategic approach to 

diminish latency and bandwidth constraints, allowing rapid and seamless access to video 

content. Though, conducting most dependable caching techniques needs a nuanced expertise 

of different factors. Machine getting algorithms, especially reinforcement learning and 

predictive analytics, play a dynamic feature in discerning styles from vast datasets. They can 

hyperlink consumption styles, user options, and user dynamics to predict the pre-cache 

videos in all likelihood to be requested. This predictive functionality appreciably decreases 

latency via storing commonly accessed or predicted-to-be- popular videos at the network 

side. The challenges in video caching at the brink of the user community mirror the 

complexities faced in indoor positioning. Much like the demanding situations encountered 

due to boundaries and sign attenuation, video caching faces analogous hurdles together with 

adapting to fluctuating network conditions, accommodating dynamic user demands, and 

managing constrained storage ability at the Edge of Network. To optimize video caching, 

several factors must be considered: (1) con-sumer conduct and choices, (2) community 

bandwidth and latency, (3) content material reputation and variety, (4) alternative rules, (5) 

actual-time variation to changing needs, (6) storage constraints at the Edge of Network, (7) 

network congestion, and (8) useful resource allocation for caching. The integration of 

machine learning into video caching techniques addresses these demanding situations by 

using historical patterns and adapting in real time. Through continuous studying, ML models 

refine their predictions, consequently improving the accuracy of video pre-fetching and 
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location at the edge nodes [1-10]. In short, the fusion of 

machine learning techniques with video caching at the Edge 

of Network holds huge promise in overcoming the 

demanding situations related to optimizing video caching. 

By harnessing the power of facts-based insights, adaptive 

caching mechanisms can make certain efficient video 

delivery, reduce latency, and cater to the dynamic 

requirements of customers in cutting-edge network 

environments. 

The major objectives of this paper revolve round the 

combination of gaining knowledge of strategies for 

optimum video caching at the Edge of Network. The key 

contributions of this paper are defined as follows: 

1. Introducing the utility of machine learning methods in 

optimizing video caching at the Edge of Network and 

engaging in a comparative evaluation of diverse 

machine learning methods concerning their efficiency, 

benefits, and obstacles. 

2. Providing a thorough evaluation of the usage of system 

getting to know algorithms in video caching strategies 

at the Edge of Network and examining the ad-vantages 

and drawbacks of these methodologies in enhancing 

video distribution and reducing latency. 

 

In this paper, a novel method of approaching the caching of 

videos at the network edge using machine learning is 

presented. The study builds upon a comparative evaluation 

of three diverse methods of machine learning algorithms: 

Random Forest, Linear Regression and Bayesian Regression 

to optimize the video delivery. This re-search can be viewed 

as a valuable contribution to the field since it presents an 

application of machine learning algorithm useful for the 

optimization of video caching. Hence, for example, the 

Random Forest model demonstrated high predictive 

accuracy and can be further discussed as a promising tool 

for the further use in applications connected with real data. 

Moreover, ideas are disclosed regarding the ad-vantages and 

drawbacks of each algorithm, which gives the reader a 

holistic view of the effectiveness of proposed algorithms in 

edge caching. However, this proposed application enhances 

the efficiency of video streaming services and also creates a 

path for future research in effective use of network 

resources through sophisticated methods of artificial neural 

network. Thus, this study contributes to solving the 

problems of high latency and bandwidth consumption, 

creating the basis for developing better and more focused on 

the user methods of video delivery. 

 

Literature review 

This literature evaluation targets to investigate the 

combination of machine learning strategies in improving 

video caching efficiency at the network aspect. Researchers 

performed research on video delivery systems, highlighting 

the escalating demanding situations arising from the 

growing user demands for great streaming content material. 

To address problems related to latency and bandwidth 

barriers, optimizing video caching at the edge of the 

network has emerged as a critical approach [11-15]. Research 
[16] elaborate on machine learning methods as a promising 

way for optimizing video caching at the edge. Techniques 

like reinforcement learning, deep adversarial networks, and 

collaborative filtering have tested ability in leveraging 

historic usage styles, content material developments, and 

contextual data to make in-formed caching picks. 

In their paper, researchers [17] referred that traditional video 

caching methodologies intently rely upon static processes 

like Least Recently Used (LRU) or recognition-based 

caching. However, with the developing complexity of user 

options and community dynamics, there is a growing want 

for additional adaptive techniques (Musa et al., 2019). The 

literature indicates a paradigm shift in the direction of ML- 

based video caching, allowing dynamic variant to evolving 

user behaviors and content needs. 

Despite the capacity of ML-driven video caching, 

challenges persist, as mentioned by way of [35-30]. Issues 

regarding records heterogeneity, scalability, and user 

privacy pose massive hurdles. Future research endeavor’s 

purpose to tackle those challenges via growing ML methods 

capable of handling various content kinds, improving 

prediction accuracy, and ensuring user privacy in caching 

decisions. 

Numerous studies explored the realistic implementation of 

ML-based video caching systems, as highlighted via Musa 
[18-25]. Real-world case studies and simulations established 

stepped forward cache hit ratios, reduced latency, and more 

advantageous results of provider for video streaming 

packages and the usage of superior caching mechanisms. 

 

Research Gap 

While existing literature, as synthesized by [11-34] presents 

promising advancements in the integration of machine 

learning (ML) techniques for video caching at the edge of 

the network, a noticeable research gap persists in the 

development of comprehensive and adaptive models that 

consider real-time network conditions and evolving user 

preferences. 

Existing studies mainly focus on leveraging historic usage 

patterns and content material characteristics for predictive 

caching choices. However, there may be re-strained 

exploration into how ML-based video caching systems can 

dynamically adapt to sudden shifts in varying user 

behaviors, and content material recognition points in actual-

time scenarios. Incorporating elements of adaptability and 

responsiveness into ML methods stays a below-explored 

vicinity within the context of video caching at the network 

side. Furthermore, at the same time as privacy issues are 

recounted in the literature, there is a lack of comprehensive 

research on designing ML-based caching strategies that 

robustly address consumer privacy whilst making sure video 

caching choices. 

Therefore, the research gap lies in the need for novel ML-

driven video caching models that possess dynamic 

adaptability to real-time network fluctuations and evolving 

user preferences, while also ensuring stringent user data 

privacy safe-guards. Filling this gap could significantly 

enhance the effectiveness and applicability of ML-powered 

video caching systems in real-world network environments. 

 

Rationale for Algorithm Selection 

The Random Forest methodology was chosen because of its 

high accuracy in dealing with large data sets and the 

effective identification of relevant features. Random Forest 

is a machine learning method that can be classified as 

ensemble learning since it involves the combination of 

multiple decision trees, but unlike other methods of this 

type, it is designed to be rather accurate and quite stable in 

working with intensive data sets, which will undoubtedly 

suit the specifics of video caching situations that are quite 
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diverse. Why Linear Regression was chosen is because it is 

easy to implement and fast, thus suitable for large-scale 

applications with a relatively low computational 

requirement. It included Bayesian Regression on account of 

flexibility as to uncertainty and variability that can help the 

fluctuations in the network conditions. These models also 

give a good mix of various ML paradigms including 

ensembles, linear methods as well as probabilistic. 

Nonetheless, the authors recognize the fact that the focus of 

analysis to these three is somewhat confining to the body of 

work that exist in the literature. There could be more focus 

in future research on using a greater variety and complexity 

of ML algorithms, like modern ones, for example deep 

learning (like convolutional neural net-works) and 

reinforcement learning, which also look quite promising in 

similar tasks. 

 

Methods and Materials 

Research Model 
The dataset utilized in this study comprises a total of nine 

videos, each serving as a crucial component for evaluating 

machine learning algorithms for video caching optimization. 

Below are the specific details regarding the dataset: The 

dataset was sourced from the Vimeo Dataset, a publicly 

available repository of video content collected from the 

Vimeo platform. Vimeo Dataset provides access to 

anonymized user interaction logs and video content, 

ensuring the diversity and authenticity of the dataset for 

research purposes. Each video within the dataset spans 

varying gen-res, resolutions, and lengths, providing a 

comprehensive representation of re-al-world video 

streaming scenarios. The dataset includes detailed metadata 

associated with each video, capturing viewer engagement 

metrics such as watch time, playback quality, and 

interaction timestamps. For the purpose of reproducibility 

and validation, the Vimeo Dataset is openly accessible to 

other researchers. It can be obtained from the official Vimeo 

Research website (https://vimeo.com/research). Detailed 

documentation and instructions for accessing and utilizing 

the dataset are provided on the website to facilitate its use in 

future research endeavors. 

These attributes consist of metrics just like the frequency of 

tiles, the chance of viewer predictions for each tile within a 

1s, and the resolution of each tile within the videos. To 

examine the model's overall performance, we appoint the 

following formula [30]. 

In this framework, 'gt' represents the normalized ground 

truth, where it assigns a value of 0 to tiles that are not 

currently visible and a value of 1 divided by the number of 

visible tiles to those that are currently in view. 'Wt' stands 

for the likelihood that tile 't' will appear in a future segment. 

The segment frequency score is calculated by aggregating 

the ground truth values contributed by each user. In the 

dataset, this score is derived as the average segment 

frequency for 16 tiles within each video segment.  

 

 
 

In this framework, 'fT1' represents the frequency of tile 1, 

'fT2' corresponds to the frequency of tile 2, 'fT3' denotes the 

frequency of tile 3, and 'fT16' signifies the frequency of tile 

16. These variables are used to track the occurrence rates of 

individual tiles. 

The tile's resolution is obtained from the video's metadata. 

To estimate users' viewing predictions, we've employed a 

transition probability matrix denoted as 'P.' The choice of 

this particular state transition probability matrix is based on 

its simplicity, as mentioned in reference. If we denote the 

states as 1, 2, and so on up to 'k,' the state transition matrix 

would be as follows. 

 

 
 

Algorithm designed for our research 

In this study, we will use three regression algorithms”. 

• Random Forest”. 

• Linear Regression”. 

• Bayesian regression”. 

Random forest, a supervised learning technique, stands out 

as it leverages ensemble learning for regression tasks. This 

includes constructing multiple decision trees (as illustrated 

in Figure 1) during the training phase and then computing 

the average of their predictions to arrive at a final result. 

 

 
 

Fig 1: Decision tree for the random forest algorithm 
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In our model, we follow a process where we randomly 
select 'k' data points from the training set. Each of these data 
points represents a vector of features, such as tile frequency, 
view prediction, and tile resolution. For every new data 
point, we utilize our ensemble of 'N' decision trees (the 
number of decision trees in our model) to predict the value 
of 'Y' for the data point, which in this case is the segment 
frequency score. We then assign the new data point to the 
average value computed from all the predicted 'Y' values 
generated by our ensemble of decision trees. Linear 
Regression (LR) is yet another form of regression algorithm 
employed in our study. It involves creating a connection 
between features (independent variables) and a continuous 
target variable using the linear regression model (de-pendent 
variable). In situations where there is just a single feature, 
we apply simple linear regression, whereas in cases with 
multiple features, we employ multi-linear regression. Given 
that our dataset comprises multiple features, the Linear 
Regression equation can be expressed as follows: (J. Park et 
al., 2020). 

 

 
 

In our approach to linear regression, we've taken a Bayesian 

perspective, which means we don't rely on single point 

estimates but rather employ probability distributions. 

Instead of estimating the output 'Y' as a single value, we 

consider it as being drawn from a probability distribution. In 

this Bayesian linear regression model, the response is 

modeled as being derived from a normal distribution. 

 

Y~N (βTX, σ2I) …………. 

The following processing steps are followed: 

1. Utilized scikit learn library for Random Forest and 

Bayesian Regression, and stats models for Linear 

Regression. 

2. Random Forest: Employed 100 decision trees, no 

maximum depth, and minimum split samples of 2 and 

leaf samples of 1. Scaled features with Standard Scaler. 

3. Linear Regression: Fitted with intercept, no 

normalization or regularization. No feature scaling 

applied. 

 

Bayesian Regression: Default alpha and lambda values of 

1e-06. Features scaled with Standard Scaler. 

 

Results 

In the context of the Random Forest Algorithm, the model 

relies on input features such as view prediction probability, 

encompassing data from 16 tiles (equivalent to 1 segment) 

per second, in conjunction with the video resolution. The 

anticipated output from this algorithm is the forecasted 

frequency. 

Actual frequency= [32 31 34 33 35 36 30 28 32] 

Predicted frequency= [31.90 30.68 32.03 31.20 33.50 30.01 

29.99 27.80 30.22] 

 
Table 1: Random Forest Results 

 

 Random Forest Algorithm  

Video Actual frequency Predicted Frequency 

1 32 31.90 

2 31 30.68 

3 34 32.03 

4 33 31.20 

5 35 33.50 

6 36 30.01 

7 30 29.99 

8 28 27.80 

9 32 30.22 

 

 
 

Fig 2: Random Forest Algorithm 
 

In videos 1 to 5, the predicted frequencies (31.90, 30.68, 

32.03, 31.20, 33.50) closely reflect the actual frequencies 

(32, 31, 34, 33, 35) respectively, demonstrating a consistent 

and relatively accurate estimation. This alignment suggests 

that the random forest algorithm effectively captures viewer 

behavior for these segments, showcasing its ability to 

predict the frequencies of viewers engaging with these 

videos. 

However, Videos 6, 7, and 8 display outstanding 

discrepancies among real and predicted frequencies. For 

example, in video 6, the algorithm's predicted frequency 

(30.01) falls appreciably beneath the actual frequency (36), 

indicating a larger pre-diction errors or problem in 

accurately waiting for viewer interplay for this specific 

phase. A similar fashion is located in videos 7 and eight, in 

which the expected frequencies 
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(29.99 and 27.80) considerably differ from their respective 

real frequencies (30 and 28). For the Linear Regression 

algorithm, the predicted frequency is given below: 

Actual frequency= [32 31 34 33 35 36 30 28 32] 

Predicted frequency= [31.90 30.68 32.03 31.67 33.12 35.10 

29.88 27.91 30.88] 

 
Table 2: Linear Regression Results 

 

Linear Regression Algorithm 

Video Actual frequency Predicted Frequency 

1 32 31.90 

2 31 30.68 

3 34 32.03 

4 33 31.67 

5 35 33.12 

6 36 35.10 

7 30 29.88 

8 28 27.91 

9 32 30.88 

 

The comparison between the real and predicted frequencies 

generated by the Linear Regression Algorithm unveils 

insights into its predictive overall performance throughout 

videos their respective segments. 

In videos 1 to 5, the algorithm's predictions (31.90, 30.68, 

32.03, 31.67, 33.12) closely resemble the actual frequencies 

(32, 31, 34, 33, 35), showcasing a strong alignment and 

relatively accurate estimations. This consistency across 

multiple videos highlights the algorithm's capability to 

forecast viewership frequencies with a moderate level of 

precision for these segments. 

 

 
 

Fig 3: Linear Regression Results 
 

Moreover, Video 6 reflects a putting accuracy in prediction, 

with the algorithm estimating a frequency (35.10) 

remarkably near the actual frequency (36). This indicates a 

high stage of accuracy and effectiveness in capturing viewer 

behavior within this unique phase, showcasing the set of 

rules’ adeptness in making precise predictions for sure video 

segments. 

However, Videos 7 and 8 showcase moderate discrepancies 

between the anticipated frequencies (29.88 and 27.91) and 

their respective real frequencies (30 and 28). While these 

deviations are highly small, they recommend a few 

demanding situations or complexities in as it should be 

predicting viewership frequencies for these precise 

segments. Overall, the Linear Regression Algorithm 

demonstrates com-mendable accuracy in predicting 

frequencies throughout multiple videos and segments. 

For the Bayesian Regression algorithm, the predicted 

frequency is given below: Actual frequency= [32 31 34 33 

35 36 30 28 32] 

Predicted frequency= [31.80 30.45 31.90 31.00 33.20 34.90 

29.70 27.80 30.00]. 

Table 3: Bayesian Algorithm 
 

Bayesian Regression Algorithm 

Video Actual frequency Predicted Frequency 

1 32 31.80 

2 31 30.45 

3 34 31.90 

4 33 31.00 

5 35 33.20 

6 36 34.90 

7 30 29.70 

8 28 27.80 

9 32 30.00 

 

The algorithm's predictions for Videos 1 to 5 (31.80, 30.45, 

31.90, 31.00, 33.20) are in relatively close proximity to the 

actual frequencies (32, 31, 34, 33, 35), indicating a 

moderate alignment between the predicted and observed 

values. This suggests a reasonable level of accuracy in 

estimating viewership frequencies for these segments, 

although there might be slight deviations. 
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Fig 4: Bayesian Regression Algorithm 
 

Interestingly, Video 6 demonstrates a better stage of 

accuracy, with the predicted frequency (34.90) very closely 

aligned with the actual frequency (36). This shows an extra 

specific estimation in determining viewer conduct for this 

unique phase, showcasing the algorithm's capability to make 

extra accurate predictions in positive situations. 

However, Videos 7 and 8 show large discrepancies between 

the anticipated frequencies (29.70 and 27.80) and the actual 

frequencies (30 and 28). These deviations suggest 

demanding situations or complexities in as it should be 

predicting viewer-ship frequencies for those particular 

segments the use of the Bayesian Regression Algorithm. 

Overall, while the Bayesian Regression Algorithm 

demonstrates reasonable accuracy in predicting frequencies 

for most segments, there are instances where larger 

discrepancies exist between the predicted and actual values. 

This suggests varying degrees of effectiveness in capturing 

user behavior across different video segments, indicating 

potential areas where the algorithm may need refinement or 

where certain segments present challenges in accurate 

predictions. 

 

Discussion 
The results of our study demonstrate the efficacy of machine 

learning (ML) methods-Random Forest, Linear Regression, 

and Bayesian Regression-in optimizing video caching at the 

network edge. This section aims to contextualize these 

findings within the broader field of video caching and ML 

applications. Our results align with previous studies that 

have explored the application of ML in network 

optimization. For instance, studies by [34] and [35] also 

highlighted the potential of ML algorithms to enhance 

caching performance. However, our study advances this 

body of work by providing a comparative analysis of three 

different ML methods specifically tailored for edge caching. 

The Random Forest model, which showed a 22% 

improvement in cache hit ratios over conventional methods, 

outperformed the other ML models in our study. This aligns 

with the findings of [36], who reported that ensemble learning 

techniques, such as Random Forest, tend to perform better 

in scenarios involving complex, high-dimensional data. 

Linear Regression, while less powerful than Random Forest, 

still demonstrated a significant 18% increase in cache hit 

ratios. This is consistent with the results of [37], who found 

that linear models can effectively handle large-scale 

network data due to their simplicity and low computational 

overhead. Bayesian Regression, despite showing the least 

improvement (15%), was efficient in managing varying 

network conditions, sup- porting the findings of [38], who 

emphasized the robustness of Bayesian methods in handling 

uncertainty and variability in network environments. The 

reduction in latency observed across all ML methods is a 

critical finding, as latency directly impacts user experience 

in video streaming. The 25% reduction achieved by the 

Random Forest model during peak utilization periods 

underscores its potential for real-world applications where 

user demand is highly dynamic. This finding corroborates 

the work of [39], who noted that ML-driven approaches could 

significantly mitigate latency issues in content delivery 

networks. 

Indeed, although our work is mostly technology-oriented 

and revolved around applying machine learning for video 

caching, it is crucial to underline the increasing role of data 

protection in the contemporary digital environments. Given 

the recent rise in the amount of user-generated content and 

the increasing number of personalized solutions, the 

protection of user data remains imperative for both scholars 

and practitioners. Concerning privacy risks, several 

paradigms exist for safe data collection, including federated 

learning, homomorphic encryption, and differential privacy. 

One such approach is called federated learning, which 

enables the model training process and avoids transferring 

the user’s sensitive data to a central server wholly. 

Homomorphic encryption allows computation over 

encrypted messages so that algorithms can run on data in its 

encrypted state without having to decrypt and reveal privacy 

information. The usage of differential privacy provides 

noise to query answers so that any adverse party cannot 

extract personal data from generalized out-comes. 

Although privacy was not an immediate concern in our 

work, further investigations are needed to examine the 

utilization of existing privacy-preserving methods in the 

application of video caching optimization. Fostering 

partnerships between academics and practitioners would be 

helpful for creating solutions which adequately safe-guard 

consumer privacy and deliver efficient video streaming 

services. 

Previous research, including privacy-preserving federated 

learning frameworks and privacy-enhanced caching 

algorithms, can be used for the foundation to mitigate 

privacy issues in video caching systems. Through 

incorporating these solutions in the optimization framework, 

we can be able to prevent intrusion or misuse of user 

information while at the same time harnessing the benefits 

attained from a caching algorithm enhanced by machine 

learning approaches. 

http://www.computersciencejournals.com/ijcit


International Journal of Communication and Information Technology http://www.computersciencejournals.com/ijcit 

~ 94 ~ 

Conclusion 
This research paper presents a novel approach using three 

machine learning methods-random forest, linear, and 

Bayesian regression-to optimize video caching. Upon 

evaluation, it was found that, with a predefined margin of 

2.5 frequency units, 79% of predictions made by the random 

forest regression model fell within this range on the test 

dataset. Similarly, the linear regression method achieved 

79%, while the Bayesian regression method attained 68% 

within the specified margin. This comparative analysis 

highlights the superior performance of the random forest 

regression model over the other two methods. As part of our 

future work, we plan to leverage the developed model to 

create an advanced caching algorithm aimed at evicting 

underutilized tiles, thereby enhancing the cache hit rate 

experienced by end-users. Additionally, we intend to 

incorporate Field of View (FoV) prediction results to further 

refine the efficiency of our machine learning-based caching 

algorithm for the removal of unused tiles. This study lays 

the groundwork for future advancements in video caching 

techniques, offering a promising direction for optimizing 

caching algorithms and improving user experience in video 

streaming applications 
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