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Abstract 
The proliferation of deepfake images poses significant challenges to digital media authenticity and 
security. This research article presents a novel explanatory hybrid model for classifying deepfake 
images. The proposed model combines deep learning techniques with traditional image analysis 
methods to enhance detection accuracy and provide interpretable results. Through comprehensive 
experiments, the hybrid model demonstrates superior performance in identifying deepfakes, 
contributing to the robustness and reliability of digital content verification systems. 
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Introduction 
The rise of deepfake technology has dramatically transformed the digital media landscape, 

enabling the creation of highly realistic synthetic images and videos that are nearly 

indistinguishable from authentic ones. This advancement, driven by sophisticated machine 

learning techniques such as Generative Adversarial Networks (GANs), has sparked 

significant concerns across various sectors due to its potential misuse in spreading 

misinformation, committing fraud, and manipulating public opinion. As deepfakes become 

more widespread, the need for robust and reliable detection methods has become 

increasingly critical. 

Deepfakes are particularly challenging to detect because they exploit neural networks' 

capabilities to generate content that closely mimics real human behavior and appearance. 

GANs, the primary tool for creating deepfakes, consist of two competing networks: a 

generator that creates synthetic data and a discriminator that attempts to distinguish between 

real and fake data. Through this adversarial process, the generator continually improves its 

ability to produce realistic outputs, resulting in deepfakes that can deceive even the most 

sophisticated detection algorithms. 

Traditional image forensics techniques, which rely on identifying inconsistencies in pixel 

values, compression artifacts, or discrepancies in lighting and shadows, have been somewhat 

effective in detecting manipulated images. However, these methods often fall short against 

advanced deepfake techniques that can meticulously mimic these subtle details. 

Consequently, there has been a growing interest in leveraging deep learning approaches, 

particularly Convolutional Neural Networks (CNNs), to detect deepfakes. CNNs have 

demonstrated remarkable success in various computer vision tasks due to their ability to 

automatically learn and extract hierarchical features from raw image data. 

Despite the success of CNNs in detecting deepfakes, these models often operate as black 

boxes, providing little insight into their decision-making processes. This lack of 

interpretability poses a significant challenge, especially in high-stakes scenarios such as legal 

proceedings, news media verification, and cybersecurity, where understanding the rationale 

behind a model's prediction is crucial. The need for explainable artificial intelligence (AI) 

has therefore become a pressing issue, driving research towards developing models that are 

not only accurate but also interpretable. 

In response to these challenges, this research proposes a novel explanatory hybrid model that 

combines the strengths of deep learning and traditional image analysis techniques to classify 

deepfake images. 
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The hybrid approach aims to leverage the feature extraction 

capabilities of CNNs while incorporating traditional 

methods to enhance interpretability and robustness. By 

integrating these two methodologies, the proposed model 

seeks to achieve high detection accuracy and provide clear, 

understandable explanations for its predictions. The 

significance of this research lies in its potential to contribute 

to the growing body of work on deepfake detection and 

explainable AI. By combining the strengths of deep learning 

and traditional image analysis, the proposed hybrid model 

aims to provide a more robust and interpretable solution to 

the deepfake detection problem. The findings of this study 

are expected to have broad implications for various 

applications, including media verification, digital forensics, 

cybersecurity, and beyond. The integration of deep learning 

and traditional image analysis techniques into a novel 

hybrid model represents a promising approach to addressing 

the challenges posed by deepfake technology. By focusing 

on both accuracy and interpretability, this research seeks to 

enhance the reliability and transparency of deepfake 

detection systems, ultimately contributing to the integrity 

and trustworthiness of digital media in an era increasingly 

dominated by synthetic content. 

 

Objectives: The primary objectives of this research are 
 To develop a hybrid model that combines deep learning 

and traditional image analysis for deepfake 

classification. 

 To evaluate the model’s performance in terms of 

accuracy, precision, recall, and interpretability. 

 

Previous Works 

Several studies have explored the use of Convolutional 

Neural Networks (CNNs) for deepfake detection. CNNs are 

particularly effective in image classification tasks due to 

their ability to learn hierarchical feature representations. A 

notable study by Afchar et al. (2018) [6] introduced 

MesoNet, a CNN-based approach specifically designed for 

detecting deepfake videos. The model achieved high 

accuracy by focusing on mesoscopic properties of images, 

which are intermediate-level features between microscopic 

pixel-level details and macroscopic image-level structures. 

Traditional image forensics techniques have been employed 

to detect various types of image manipulations, including 

deepfakes. These techniques often involve analyzing pixel-

level inconsistencies, such as noise patterns, compression 

artifacts, and lighting inconsistencies. For instance, Farid 

(2009) [7] discussed various forensic techniques to identify 

tampered images, highlighting the effectiveness of edge 

detection and color analysis in uncovering subtle artifacts 

that may indicate manipulation. Hybrid models that 

combine deep learning with traditional image analysis 

techniques have shown promise in various image 

classification tasks. Zhang et al. (2016) [8] proposed a hybrid 

approach combining CNNs with handcrafted features for 

scene classification. Their study demonstrated that 

integrating traditional features with deep learning models 

can enhance classification accuracy, particularly in 

scenarios where deep learning models alone may struggle. 

Explainable AI (XAI) has become an important area of 

research, particularly in applications requiring transparency 

and trust. Selvaraju et al. (2017) [5] introduced Grad-CAM 

(Gradient-weighted Class Activation Mapping), a technique 

that provides visual explanations for CNN predictions by 

highlighting the regions of an image that influence the 

model's decision. Similarly, Ribeiro et al. (2016) [4] 

developed LIME (Local Interpretable Model-agnostic 

Explanations), which explains individual predictions of any 

classifier by approximating the model locally with an 

interpretable one. Recent studies have explored hybrid 

models for deepfake detection, combining the strengths of 

different approaches. Nguyen et al. (2019) [11] proposed a 

multi-task learning framework that integrates CNNs with a 

recurrent neural network (RNN) to capture both spatial and 

temporal features of deepfake videos. Their model 

outperformed traditional CNNs, demonstrating the potential 

of hybrid approaches in improving detection accuracy. 

Integrating traditional image analysis techniques with CNNs 

has been shown to enhance model interpretability and 

robustness. A study by Cozzolino et al. (2017) [12] 

introduced a method that combines CNNs with noise 

residual analysis for detecting image forgeries. By 

leveraging the complementary strengths of both approaches, 

their model achieved higher detection accuracy and 

provided more interpretable results. The effectiveness of 

deepfake detection models is heavily influenced by the 

diversity of the training dataset. Li et al. (2020) [13] 

emphasized the importance of using diverse datasets to train 

robust deepfake detection models. Their study demonstrated 

that models trained on varied datasets are more capable of 

generalizing to different types of deepfakes, highlighting the 

need for comprehensive data collection and preprocessing. 

Several challenges persist in the field of deepfake detection, 

including the rapid evolution of deepfake generation 

techniques and the need for real-time detection. Rossler et 

al. (2019) [14] conducted a comprehensive evaluation of 

deepfake detection methods and identified key challenges, 

such as the need for large-scale datasets and the 

development of models that can keep pace with advances in 

deepfake technology. 

 

Methodology 

To develop and evaluate the hybrid model for classifying 

deepfake images, a comprehensive dataset comprising 

thousands of real and deepfake images was curated. 

Preprocessing steps included resizing images to a uniform 

dimension of 256x256 pixels, normalizing pixel values, and 

applying image enhancement techniques to improve feature 

visibility. The hybrid model was designed by integrating a 

Convolutional Neural Network (CNN) based on the VGG16 

architecture for feature extraction with traditional image 

analysis techniques, including edge detection, color 

analysis, and texture analysis. 

The model was trained using an 80-20 split of the dataset for 

training and validation, utilizing the Adam optimizer and 

binary cross-entropy loss function over 50 epochs with a 

batch size of 32. Performance was evaluated using accuracy, 

precision, recall, and F1 score metrics. To enhance 

interpretability, Grad-CAM and LIME explanatory 

techniques were employed, providing insights into the 

model's decision-making process. The results demonstrated 

high accuracy and interpretability, validating the 

effectiveness of the hybrid model in detecting deepfake 

images. 

 

Results  
The hybrid model’s performance is evaluated using standard 

metrics such as accuracy, precision, recall, and F1 score. 
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The results demonstrate that the hybrid model outperforms 

traditional methods and standalone deep learning models in 

detecting deepfake images. 

 
Table 1: Performance Metrics 

 

Metric Hybrid Model CNN Only Traditional Methods 

Accuracy 95.6% 92.3% 85.7% 

Precision 96.1% 93.0% 86.4% 

Recall 95.0% 91.8% 84.5% 

F1 Score 95.5% 92.4% 85.4% 

 

Explanatory Analysis: The explanatory techniques provide 

insights into the model's decision-making process. Grad-

CAM heatmaps reveal that the hybrid model focuses on 

facial regions and textures that are typically altered in 

deepfake images. LIME explanations further validate these 

findings by highlighting specific features that contribute to 

the classification decisions. 

 

Discussion 

The results of this study indicate a significant advancement 

in the classification of deepfake images through the 

proposed novel explanatory hybrid model, which integrates 

both deep learning and traditional image analysis 

techniques. The hybrid model's design aims to leverage the 

strengths of convolutional neural networks (CNNs) in 

capturing intricate features, while traditional image analysis 

methods focus on specific attributes such as edges, color, 

and texture. This combination not only enhances detection 

accuracy but also provides interpretable results, addressing 

one of the critical challenges in using deep learning models 

for security-sensitive applications. 

The hybrid model demonstrated an overall accuracy of 

95.6%, outperforming standalone CNN models and 

traditional image analysis techniques. This high accuracy 

underscores the effectiveness of combining the two 

approaches. Precision, recall, and F1 scores were also 

notably high, with values of 96.1%, 95.0%, and 95.5% 

respectively. These metrics indicate that the hybrid model is 

not only accurate but also reliable in detecting deepfakes 

with a minimal rate of false positives and false negatives. 

Precision measures the model’s ability to correctly identify 

deepfake images among the predicted positives, while recall 

measures its ability to detect all actual deepfakes in the 

dataset. The high precision (96.1%) suggests that the model 

effectively minimizes false positives, which is critical in 

applications where mistakenly classifying a genuine image 

as a deepfake can have serious repercussions. The recall rate 

(95.0%) reflects the model's efficiency in capturing the 

majority of deepfakes, indicating robustness in detecting 

manipulations across various types of deepfake algorithms. 

The success of the hybrid model can be attributed to the 

complementary nature of CNNs and traditional image 

analysis methods. CNNs are proficient in learning 

hierarchical features and capturing complex patterns that are 

difficult to define manually. However, they can sometimes 

overlook subtle inconsistencies that traditional methods can 

detect. For instance, traditional edge detection can reveal 

unnatural boundaries created by poorly blended facial 

features, while color analysis can highlight inconsistencies 

in skin tone that might be uniform in authentic images but 

vary in deepfakes due to lighting and compositing issues. 

Texture analysis using methods like Local Binary Patterns 

(LBP) can further identify unnatural texture patterns 

resulting from generative models. 

One of the significant contributions of this study is the 

implementation of explanatory techniques such as Grad-

CAM and LIME to provide insights into the decision-

making process of the hybrid model. Grad-CAM helps 

visualize which parts of the image influence the model's 

predictions by generating heatmaps. These heatmaps 

typically highlight facial regions and textures that are often 

manipulated in deepfake images. This visualization not only 

aids in understanding the model's focus areas but also helps 

validate its reliability by ensuring it is analyzing relevant 

features rather than background noise. 

LIME provides local explanations by approximating the 

model with a simpler, interpretable one for individual 

predictions. This approach helps in identifying specific 

features or areas in an image that contribute to the 

classification as a deepfake. For example, LIME can 

highlight irregularities in eye alignment or unnatural lip 

movements that are common in deepfakes. The combined 

use of Grad-CAM and LIME ensures that the hybrid 

model’s decisions are transparent and justifiable, which is 

crucial for gaining user trust, especially in sensitive 

applications like media forensics and security. 

 

Challenges and Limitations 
While the hybrid model shows promising results, several 

challenges and limitations need to be addressed. The 

performance of the model may vary with different types of 

deepfake algorithms and the quality of the dataset. The need 

for large, diverse, and well-annotated datasets is crucial for 

training robust models. Additionally, the computational load 

for training and inference can be significant, requiring 

powerful hardware resources. The integration of traditional 

image analysis techniques also necessitates careful 

calibration to ensure they complement the CNN's outputs 

effectively without introducing noise. 

 

Future Research Directions 

Future research should focus on enhancing the model's 

generalizability to various types of deepfake manipulations. 

This can be achieved by incorporating more diverse datasets 

and employing advanced data augmentation techniques to 

simulate different deepfake scenarios. Improving the 

efficiency of the model through optimization techniques and 

leveraging more powerful hardware such as GPUs and 

TPUs can also enhance performance. Furthermore, 

exploring the integration of more sophisticated traditional 

techniques and advanced machine learning methods such as 

generative adversarial networks (GANs) for adversarial 

training could further improve the model’s robustness. 

Incorporating domain adaptation techniques could help the 

model adapt to new types of deepfakes without extensive 

retraining. 

 

Conclusion 

This study presents a novel explanatory hybrid model for 

classifying deepfake images, integrating the strengths of 

convolutional neural networks (CNNs) and traditional 

image analysis techniques to enhance detection accuracy 

and interpretability. The hybrid approach leverages the 

powerful feature extraction capabilities of CNNs, combined 

with edge detection, color analysis, and texture analysis, to 

create a robust model capable of identifying subtle 

inconsistencies characteristic of deepfake images. The 
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results demonstrate that this hybrid model achieves superior 

performance metrics compared to standalone methods, with 

high accuracy, precision, recall, and F1 scores. A key 

advantage of the hybrid model is its ability to provide 

interpretable results through the use of explanatory 

techniques such as Grad-CAM and LIME. These methods 

offer insights into the model's decision-making process, 

highlighting specific image regions and features that 

contribute to the classification of an image as real or 

deepfake. This transparency is crucial in applications where 

understanding the rationale behind a model's prediction is 

essential, such as in legal contexts, media verification, and 

cybersecurity. The study highlights several important 

considerations in the development and evaluation of 

deepfake detection models. The inclusion of diverse and 

comprehensive datasets is critical to training robust models 

capable of generalizing across different types of deepfake 

manipulations. Additionally, the integration of traditional 

image analysis techniques enhances the model's ability to 

detect artifacts that may be overlooked by CNNs alone. 

Despite the promising results, the study also acknowledges 

the challenges and limitations inherent in deepfake 

detection. The rapid evolution of deepfake generation 

techniques necessitates continuous updates and 

improvements to detection models. Furthermore, the 

computational demands of training and deploying hybrid 

models require significant hardware resources, underscoring 

the need for optimization strategies to enhance efficiency. 

Future research should focus on refining the hybrid model 

by incorporating more advanced machine learning 

techniques, such as adversarial training with GANs, to 

further improve robustness and adaptability. Exploring 

domain adaptation methods could also enhance the model's 

performance across diverse datasets without extensive 

retraining. Additionally, ongoing advancements in 

explainable AI will play a crucial role in ensuring that 

deepfake detection models remain transparent and 

trustworthy. In conclusion, the novel explanatory hybrid 

model presented in this study represents a significant 

advancement in the field of deepfake detection. By 

combining the strengths of deep learning and traditional 

image analysis, the model achieves high accuracy and 

interpretability, addressing key challenges in digital content 

verification. This research contributes to the broader effort 

to develop reliable and transparent tools for combating the 

misuse of deepfake technology, ultimately enhancing the 

integrity and trustworthiness of digital media in an 

increasingly synthetic world. 
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