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Abstract 
Indoor localization systems, which employ a variety of sensors on mobile phones, have advanced due 
to their popularity. Handover is needed to maintain communication when a mobile user travels between 
base stations (BS), particularly between cells. We presented and tested the CNN model for predicting 
SDN network users' upcoming positions using a portion of their actual mobility traces. We recommend 
incorporating convolutional neural networks to improve input data representation. The number of 
elements of each array antenna, the pencil parameter, the number of frequency reference points, and the 
distances between them based on the maximum delay were determined by dividing the urban 
telecommunication SDN network into 16 sub-sections and using 3 base stations. We also thought the 
mobile channel's core frequency was crucial to determining the user's whereabouts. Thus, we obtained 
1,000 test samples for the requested data set. We developed deep learning architecture to estimate user 
locations in the next step. Using the Xception network architecture, Adam solver, and trainbr training 
function, we estimated user locations. Model implementation results show that the CNN model with 
3700 repetitions assessed the user's location with 98.65% accuracy and 0.15 RMSE. R=0.91934 shows 
the results are associated. 
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Introduction 
Daily, millions of people utilize positioning systems and value them. Global positioning 
matters most. This gadget sends electromagnetic impulses in all directions to determine 
location. Its mistake is major. The electromagnetic wave spectrum demonstrates that these 
waves are too weak to be employed as infrastructure for a positioning system that can 
determine an individual's location in tight spaces owing to their distance. Smart mobile 
devices have enabled ubiquitous systems, and their demand is widely understood; thus, 
different infrastructures will be required to tackle this difficulty. Signal reception length, 
time difference, angle, and spatial fingerprint may be used to build such systems. Remember 
that some of these methods are inappropriate for intricate interiors. This study aims to 
reconcile SDN network internal and external location tracking. Popularity has improved 
indoor geolocation systems, which use cell phone sensors. WiFi-based indoor localization 
systems are innovative mobile phone location estimation methods. It can't be utilized 
everywhere since not all phones have Wi-Fi processors. Researchers offer localization 
methods using WiFi and mobile device inertial sensors like accelerometers, gyroscopes, and 
compasses. These sensors only function on high-end phones (Rizek et al., 2018) [31]. several 
people in industrialized and developing countries use low-end mobile phones without Wi-Fi, 
thus experts have offered several alternatives. Most mobile phones can receive cellular 
signals for geolocation, enabling it global localization. It also reduces energy use beyond 
phone use (Tian et al., 2015; Tiglao, 2021) [32, 33]. WiFi-based indoor localization is common. 
Smartphones' RSS from WiFi access points is used by WiFi-based indoor localization 
systems to create a user's WiFi location database. This uses biometrics. Fingerprinting is 
online and offline. Signal intensities are used to find known locations (signatures) in the 
target area in the offline phase. The fingerprint is used to develop a localization model to 
estimate the user's online location from the signal scan. Generate valid and unique signatures 
in space and on multiple devices or user behaviors is fingerprint-based approaches' main 
challenge (Rizek et al., 2021) [31]. However, SDN networks have garnered attention and 
advanced interior localization systems using device sensors. Wireless indoor localization 
systems estimate network users' locations. Because not all networks have Wi-Fi processors, 
the technology cannot be used everywhere.  
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Localization systems using WiFi and inertial sensors like 

accelerometers, gyroscopes, and compasses have been 

proposed (Rizek et al., 2018) [31]. Since many people in 

developed and developing countries use low-end wireless 

services and technologies that don't support Wi-Fi, 

researchers have recommended many ways. This applies to 

these networks, as proved by Tian et al. (2015) [32] and 

Tiglao (2021) [33]. WiFi-based indoor localization is 

common. WiFi access point RSS locates users and creates a 

WiFi location database in WiFi-based indoor localization 

systems (Rizek et al., 2021) [31]. AI is advancing quickly, 

from self-driving vehicles to SIRI. Scientific literature 

depicts AI as human-like automata, yet it might be anything. 

2018 (Javandia) AI application machine learning (ML) can 

autonomously compute sophisticated mathematical 

calculations on enormous datasets. Digital data is used to 

develop generic models using machine learning. The model 

predicts and extracts information (Baghbani, 2016) [1]. 

Building an autonomous computer system that improves 

with experience is shown in ML. (2015) Jordan et al. The 

evaluation of actions and functions by machine learning is 

similar to experience. ML lets people find structures and 

predict using enormous data sets. ML requires good 

learning, plenty of data, and dependable compute. Tsai et al. 

(2015) [40] ML is promising for large dataset analysis.  

 

2. Theoretical foundations 

We understand positioning system relevance. The second 

and third generations of mobile users have restricted data 

transfer speeds and are geared for voice and video 

communication. The third generation of laptops featured 

GPS since densely populated or limited regions may make 

position information hard to get (Zhou et al., 2015) [34]. 

Commercial GPS accuracy is 10 meters. GPS needs a direct 

line of sight to numerous satellites, making it unsuitable for 

indoor usage. Additionally, GPS devices are expensive (Ali 

et al., 2019) [6]. GPS errors are common in noisy, busy areas. 

So, fourth-iteration system study started with positioning 

system definition. Any-time, exact positioning system. The 

fourth generation should solve coverage, data transfer rate, 

and power usage. In addition to revolutionary aerial and 

array antenna approaches, wireless network architecture 

must be fundamentally changed to achieve this goal. Using 

the cellular network paradigm with point-to-point 

communication, which is exclusively utilized in ad hoc 

networks, improves network design (Malik et al., 2019) [5]. 

The chapter begins with cellular communication networks. 

A quick introduction to several of the most popular mobile 

user location methods is offered, along with a basic 

discussion of their methodology. The localization method 

based on signal strength is then presented and discussed. 

Since mobile cellular communication networks are the 

system paradigm, their structure will be addressed first. 

Mobile data transmission to the public telephone network is 

improved by the fixed telephone network (Zhou et al., 2015) 

[34]. Because mobile communications have limited frequency 

resources, frequency reuse is common. If suitably spaced, 

several BSs may utilize the same radio channel without 

interference. If N cells employ S frequency channels, k=S/N 

calculates the number of channels in each cell. BSs may use 

sectorized directional antennas to decrease interference. The 

graphic shows sectorization. Cellular structure boosts 

system capacity and reduces electricity needed to convey 

data. Network-based and mobile-based positioning 

algorithms exist. Due to the network's processing power, 

network-based algorithms may apply more advanced 

algorithms for positioning calculations.  

Each positioning method has two steps, independent of 

calculation location. In the first step, signal propagation 

time, reception angle, and power are measured relative to 

known reference sites. The location is approximated in the 

second step using data and processing methods. Mobile 

users are identified (Gu et al., 2019; Gezichi, 2008) [19, 8]. 

The positioning approach uses signal arrival time to 

compute signal propagation time between the reference 

location and the mobile user and signal propagation speed to 

calculate distance. The intersection of the circles produced 

from the mobile user's geometric location determines their 

position given this distance. Unfortunately, this technique 

requires perfect BS clock pulse-mobile user synchronization 

(Gu et al., 2019; Gezichi, 2008) [19, 8].  

Positioning measures signal propagation time between two 

reference places and the mobile device using signal arrival 

time. TDOA is better than TOA since it does not need 

transmitter-receiver synchronization. The hyperbolic 

geometric location in this method necessitates more 

complex equations than the TOA method (Roxin et al., 

2007; Elgamodi et al., 2021) [9, 10]. The positioning 

technique measures signal reception angle using the signal 

entry angle as a reference. AOA may be approximated using 

array antennas in the network structure, although accuracy 

depends on antenna layout and LOS circumstances. Antenna 

arrays increase system complexity (Roxin et al., 2007; 

Elgamodi, 2021) [9, 10]. The mobile user measures the power 

of the received signal from reference points and processes 

the power information to determine their position because 

the received power depends on their position. Multiple 

signal reception routes produce reflection, dispersion, and 

fragmentation. Modeling small-scale fading-induced signal 

amplitude changes using a Rayleigh distribution function 

(Roxin et al., 2007; Elgamodi, 2021) [9, 10]. RSS has two 

placement mechanisms. The first solution is geometric and 

accounts for MS-BS distance's effect on signal power loss. 

Using the signal propagation loss model, the RSS value 

relative to a BS is understood as the MS-BS distance, and 

the MS location is determined using a geometric technique 

that accounts for numerous BSs. At least three reference 

points are needed to accurately position a mobile user in 

two-dimensional coordinates and four in three-dimensional 

coordinates (Roxin and et al., 2007; Algamodi, 2021) [9, 10]. 

Data is stored in a database. In the second step, the 

positioning phase or online phase, the MS compares the 

signal strength from the BSs to the RSS values in the 

database and uses a search algorithm to identify its location. 

Presently (Roxin et al., 2007) [9]. To enhance fingerprint 

location accuracy, several calibration tests are needed; 

interpolation methods are employed to minimize the 

number. This approach has many downsides. First, 

improving positioning precision increases the calibration 

stage's complexity. Second, nearby environmental changes 

affect RSS reception. Indeed, environmental changes 

invalidate database data, reducing location accuracy. 

Overall, RSS-based approaches are cheaper and easier. 

Many wireless systems measure RSS. RSS systems are less 

accurate than TOA systems, which is why they are seldom 

employed in commercial applications (Figueiras, 2008) [11]. 

Every RSS-based route attenuation research assumes the 

channel is free before system usage.  
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Average path attenuation, shadow effect, and small-scale 

fading affect mobile user power. RSS-based positioning is 

more popular because to the cost-precision trade-off at this 

method, reference nodes (RN) are purposefully put at 

known places, and the sensor analyzes signal intensity 

between RN and points with unknown position (BN). Due 

to obstacles, signal attenuation varies, making this approach 

less exact than TOA, TDOA, and AOA (Shlabi et al., 2019) 

[12]. Machine learning models are built via training and 

testing. The pattern of training data is used to modify model 

parameters. Using test data, the trained model's learning rate 

is assessed. Multiple elements must be examined to assess a 

machine learning model. Machine learning models are 

assessed by test data correctness, processing speed, and 

model volume. A system learns a function from input to 

output using input-output pairs in supervised learning. 

System training using supervised learning needs input data. 

However, certain issues cannot be solved by supervised 

learning systems.  

These challenges are difficult to tackle using supervised 

learning. Reinforcement learning models such issues. It is a 

sequential optimization issue for dynamic programming 

(DP) called approximation dynamic programming. The 

general reinforcement learning model involves a controlled 

agent with a rhythmic template monitoring the system state 

at each time step t and receiving a reward rt from its 

environment/system after performing an action. A policy-

mandated action moves the system to state st+1. Every 

interaction improves the reinforcement learning agent's 

environment knowledge. Yilmaz and Haydari, 2020. 

Unsupervised learning: Support vector machine associative 

rules are the most successful and extensively used 

unsupervised learning technique, using 15%. For classifier 

data classification, decision tree (DT) classifiers are the 

most used. Decision trees are powerful methods used in 

pattern identification, image processing, and machine 

learning.  

A numerical characteristic is consistently and efficiently 

compared to a threshold value in each baseline test in DT. 

Constructing conceptual conceptions is much simpler than 

calculating neural network node weights. DT is mostly used 

for categorization. DT is a common data extraction 

categorization model. This paradigm's trees have nodes and 

limbs. Nodes indicate categorization category properties, 

whereas subsets specify potential values. Decision trees are 

popular for their simple, reliable processing of many data 

kinds. The Iterative Dichotomy 3 (ID3), its successor 

(C4.5), the Classification and Regression Tree (CART), the 

CHi Square Automatic Interaction Detector (CHAID), the 

Multivariate adaptive regression lines (MARS), the 

generalized, unbiased, interaction detection and estimation 

(GUIDE), and the conditional inference trees (CTREE) are 

the most important decision tree algorithms. The most 

important criterion in measuring the performance of 

decision trees is the entropy criterion. Entropy is used to 

measure the impurity or randomness of a data set. The 

entropy value is always between 0 and 1. Its value is better 

when it is equal to 0, while it is worse when it is equal to 1, 

that is, the closer its value is to 0, the better. This index is 

calculated based on the following relationship: 

 

 

 

In this regard, Pi is equal to the rate of the number of subset 

samples and the i-th characteristic value. 

 Artificial neural networks (ANN) have been a hot topic 

in AI since the 1980s. A simple model and connected 

networks are built to simulate the brain's neural 

network. This is information processing. Neural 

networks are computer models with numerous neurons. 

Every activation function network node represents a 

separate output function. Connections between nodes 

represent signal weights, which are the network's 

memory. Network output depends on connection, 

weight, and incentive function. The network usually 

approximates a natural algorithm or function or a 

logical approach (Wu et al., 2018) [36]. 

 Components of a Neural Network 

 

1. Inputs 

The input signals are equivalent to the input neural signals 

and they form the input of the neuron, which can be the 

output of other layers. The inputs can be as follows: 

 Numerical data. 

 Literary, technical and other texts. 

 Image or shape. 

 Weight vector 

 

The weight vector is equivalent to the synaptic information 

values of neuron inputs. The influence of the input on the 

output is measured by the weight characteristic. Wi is 

adjustable and adjusted based on the transformation function 

and the type of learning algorithm. The sum function 

processes neuron data. In solitary neuron networks, the 

output of the problem is determined in part by the sum 

function. In multineuron networks, the activity level of 

neuron j in the interior layers is determined by the sum 

function. The addition function is shown in the following 

relation. In this relation, Xj are equivalent to network inputs 

and Wij are equivalent to network weight vector. 

 

 
 

The activity function determines the output values of a 

synthetic neuron based on its input values. The activity 

function takes into account a threshold for the output values 

of each neuron. The activation rule determines how a 

neuron responds to each input pattern with an activation 

response. The activation function converts a broad range of 

input values to a single output value. 

The output means the answer to the problem. The output of 

the neuron is determined from the above relationship. In this 

relationship,  and are the values of the following 

relationship. 

 

 
 

Neural Network Capabilities 

 Calculation of a known function 

 Approximation of an unknown function 

 Pattern recognition 

 Signal processing 
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 Learning to do the above (Wu et al., 2018) [36]. 

 
Spoofnet-dcn-1: There are four hidden layers in this 
network. Convolutional sublayers with either maximum or 
average integration make up the first three hidden layers. 
The two sublayers are fully and internally joined in the 
fourth layer. For low- and high-traffic data categories, the 
output layer is a 2-unit softmax layer; for prediction, linear 
support vector machines (SVMs) are employed. The number 
of neurons in the network's input layer, 32832 (or 64664), 
represents the volume of input data. The initial hidden layer 
is a convolutional layer employing local acceptance fields of 
size 575 (or 975). There are 64 feature maps in total. The 
integration is applied to this layer and subsequent layers in 
373 regions. Convolutional layers with a 5 x 5 (or 7 x 7) 
local reception field, 64 feature maps, and 64 input channels 
are the second and third concealed layers. There are 150 
neurons in an internal, fully interconnected sub-layer for the 
fourth layer's multiplication, which are all interconnected. 
The output of the layer is two units from the softmax layer. 

 

Spoofnet-dcn-2: Three levels comprise the envisioned 

network. It is found in maximal integration, normalization, 

convolutional sublayers, and each of the three hidden layers. 

that the third layer below the typical layer does not contain. 

This layer produces 32 feature maps as its output. The first 

concealed layer is a convolutional sublayer with a maximum 

integration step and also normalization using local 

acceptability fields of size 575 (or 975). In 3x3 regions, the 

merge sublayer is applied to all layers. There is a 

convolutional sub-layer with a mean and normal integration 

phase, a 5x5 (or 7x7) local reception field, 32 input 

channels, and 32 output feature maps in the second hidden 

layer. Next, in the third layer, the convolutional and 

integration sub-layer transforms the 32 input channels into 

64 feature maps, and at the network's output is a softmax 

layer with two categories, low traffic and high traffic. 

In lieu of sigmoid or... activation functions, we employ the 

corrected linear unit (ReLU), which results in a considerable 

increase in training speed (Krizhevsky et al., 2017) [40]. 

 

 Deep convolutional network training 

General process 

The learning method has two training control stages. All 

training samples must be entered into the network to 

complete a cycle. The network iterates after weight updates. 

The trained network's prediction performance is assessed 

after each validation set cycle. Separating the validation and 

training sets allows generalization assessment. Training and 

assessment continue until the validation set's predictive 

power peaks. Azizpour and colleagues (2015) propose 

continuing activities until the network is unsuitable. 

Since repetitive experiments are required to arrive at a 

suitable network architecture, it is crucial to have a distinct 

third data set to execute the final evaluation. 

Meta parameters affect neural network performance 

prediction and must be specified before learning. Layer 

count, kernel size, and gradient descent parameters are 

included. Only empirical data and experience inform their 

structure. The instructional method's regulating and guiding 

factors are highlighted below. The meta-parameter weights 

were updated using this equation: 

 

   

   

 

Learning rate η: This parameter determines the weight 

update, which influences the network's convergence rate 

directly. A large E can cause problems by bypassing the 

optimal solution, while a small E can result in a prolonged 

training period. 

 

Momentum γϵ(0,1): This parameter specifies the inertia of 

gradient update, or the weight assigned to the most recent 

gradient. Large la reduces the SGD's volatility. 

 

Verne's attenuation ϵλ(0,1]: The weight adjustment is 

defined by this parameter. Furthermore, it is imperative to 

gradually decrease the pace of learning. This can be 

achieved through a predetermined factor reduction over 

multiple periods or exponential attenuation. Within the 

exponential attenuation clause, the parameter A determines 

the learning rate attenuation speed for the number of 

repetitions k:  

 

 

 

Reduce excess fit 

By adding a second term (equation), the introduced cross-

entropy cost function can be improved. This second element 

is known as the L2 norm, a weight adjustment. 

     

 

 

Here, multiple addition operations are performed on each 

weight. We can be an arbitrary cost function, but in our case 

is the cross-entropy. The second term is defined as the 

sum of the squares of the weights of a neuron with the 

scaling factor , where  indicates the 

importance of the second term and n defines the number of 

input samples. There is no predefined optimal value for  

therefore its value must be determined through 

investigation. As a consequence of global minimization, the 

regularization statement is invoked in order to minimize all 

input weights. Consequently, the network favors learning 

small weights and will only permit large weights when the 

cost of the first term decreases. The  parameter plays an 

important role in determining the preference of learning 

small weights over  minimization. 

By adding variation to sample data, data augmentation gains 

fake data. Any label-preserving change of sample data is 

allowed if the variation generated is meaningful. Natural 

pictures need translation, rotation, scaling, and reflection-

resistant objects. Many of these transformations, especially 

rotation and reflection, are not naturally invariant to 

ConvNets, hence they seldom learn them showed that 

ConvNet transition, scaling, and deformation decrease with 

layer count. Transformations that incorporate significant 

variation in the training data drive the network to learn 

invariant features, improving generalization and lowering 

overfitting. Common approaches have been used, but more 

elaborate patterns are available. Additional data has a big 

impact. Data augmentation is usually requested during 

training. A random selection determines whether and what 
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to modify the sample. It will prevent the network from 

receiving the same data. Roth et al. (2015) [39] include 

random elimination as the third overfitting reduction 

method. During training, random deletion removes neurons 

and their connections from a network using the Bernoulli 

distribution. Normal probability is 0.5. In actuality, neuronal 

output is zero to randomly kill neurons. This stochastic 

mechanism synchronizes neurons so they cannot depend on 

a certain collection of active or existing neurons. Each 

neuron must strengthen its connections with other input 

neurons to build more robust feature representations. 

Random elimination cannot test or evaluate, preventing the 

network from predicting at full capacity. The findings show 

significant overfitting reduction. Krizhevsky et al. (2017) [40] 

used 0.50-probability random deletion in two of the final 

three completely linked layers. Overfitting decreased as 

network training time increased.  

 

Spoofnet-dbn-1: In this architecture, there is a structure as 

256-256-2-512-1024 (or 4096-512-256-256-2), where the 

value of 1024 (or 4096) corresponds to the dimensions of 

the data The input is 32732 (or 64664) and the value 2 in the 

output corresponds to the number of categories, i.e. the two 

categories of low-traffic and high-traffic data. In the first 

and second hidden layers, there are 512 and 256 variables, 

respectively, which are trained generatively. The third 

hidden layer also contains 256 variables, which are 

separately trained along with the labels of the categories. 

Each concealed layer is trained avidly. 

 

Spoofnet-dbn-2: In this architecture, the input and output 

dimensions are the same as the preceding structure, except 

that the number of variables in each finite Boltzmann 

machine is distinct. The first, second, and third concealed 

layers have 256, 128, and 64 variables, respectively. The 

first two layers are trained generatively and the third layer is 

separable. 

 

Training deep belief networks 

The greedy learning method for deep belief networks is 

based on a basic premise. First, it trains the lower bound 

Boltzmann machine with W1 parameters. Then the weights 

of the second layer are initialized with  to verify 

that the deep belief network's hidden layers are at least as 

excellent as the initial bounded Boltzmann machine. 

Following the extraction of the values of layer h4, the deep 

belief network can be improved by using this data and 

modifying  Of course, in general, there is no need to 

make the size of the weight matrix  and  the same. 

This idea can be used to train the third layer of the restricted 

Boltzmann machine on the vector  obtained from the 

second restricted Boltzmann machine. By setting , 

we guarantee that we improve the lower bound of the 

logarithm of the exponential. We can also improve the 

bound by changing . This layer-by-layer process may 

be performed several times to produce a deep hierarchical 

model. The following algorithm demonstrates this 

technique. 

One of the most well-known techniques for optimizing 

predicted solutions is Support Vector Machine (SVM). 

SVM was developed by Vapnik as a kernel-based machine 

learning model for regression and classification 

applications. SVM's outstanding generalizability, optimal 

solution, and discrimination capability have drawn the 

attention of the data mining, pattern recognition, and 

machine learning communities in recent years. SVM has 

been utilized as a potent instrument to tackle practical 

binary classification problems. 

In the SVM method, we assume that we have the set of data 

points  and we want 

to divide them into two classes  separate. 

Each is a -dimensional vector of real numbers, which 

are essentially the same variables describing the software's 

behavior. Methods of linear classification attempt to 

separate data by constructing a hypersurface (a linear 

equation). The support vector machine classification 

technique, which is one of the linear classification methods, 

determines the optimal hypersurface that maximally 

separates the data of two classes. In order to facilitate 

comprehension of the topic, 

The main problem is to minimize considering the 

constraint 1-yi(wTxi + b) ≤ 0 for . In this case, 

the Lagrangian function is: 

 

 
 

It should be noted that ||w||2 = wTw. By deriving from  we 

will have: 

 
,          

 
 

Support vector machines multidimensionalize input vectors. 

Building a hypersurface will separate input vectors by 

maximum distance. This is the "super surface with the 

maximum separating boundary" hypersurface.  

One of the non-parametric regression functions is the 

nearest neighbor method. If a data series 

 is available, a 

non-parametric regression estimator, , will fit the 

following cost function to the time series vector DN 

(training data) by minimizing its length: 

 

 
 

In this regard, the output variable is represented by and 

the input variables are represented by the vector . The 

input variables may be precipitation, flow, flow with 

varying delays, or any other variable, resulting in a 

combination of these variables at one or more stations. 

specifies the question point and is selected from the test 

data set in the input space to be The output variable values 

are calculated according to . Similar to , another set 

is considered as test data or , so that these data do not 

have any members in common with the data related to the 

training section or , and the question point is also 

selected from this data (Test data set) and corresponds to the 

variable It is independent of X vector. Also, the dependent 

variable is used in the test data set to test the estimator 
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according to the data information of the training section or 

. The K function also represents the weight or kernel 

function, the value of which is based on the Euclidean 

distance between each point in the training section and the 

query point in the test section, as calculated by the following 

equation: 

 

 
 

It represents both the Euclidean distance and the 

neighbourhood radius. Minimization is done according to 

the value of the parameter and the kernel defined in the 

above relation. For more estimation, the following 

relationship is used: 

 

 
 

Where, is a set whose members, its index is the number 

of observation data inside the circle. E are located at the 

radius b from the question point and | | The number of 

members of the set is: 

 

 
 

This method's performance efficacy is dependent on the 

selection of parameters b (neighborhood radius) and 1 

(number of delays in input parameters). 
The self-organizing network of Cohen is an unsupervised 
neural network that seeks to reduce dimensionality and 
aggregate data. Kuhnen is distinct from other neural 
networks because it uses the neighborhood function to 
conserve the spatial characteristics of the input space. Each 
Kohen network is comprised of multiple nodes (trons). Each 
node has a weight vector. This vector's dimensions are 
identical to those of the input space. After training the 
network, each region of network nodes responds to 
particular input data patterns. Competitive learning network 
is the training technique. When a new training sample is 
applied to the network, its Euclidean distance is computed 
using the weight vectors of each node. The winning node is 
the one whose weight vector is most similar to the input 
vector. The weights of every neuron are modified using the 
following formula. 
 

 
 

Where,  is the decreasing learning rate and is the 

input vector. The neighborhood function depends on 

, depending on the distance between neuron  and 

 in the network. In addition, the neighborhood radius 

and learning rate decrease over time according to the 

following equations. 

 

 
 

Where the repetition is number and is the constant value 

and is the initial learning rate. 

 
 

That  is the distance from BMU and is calculated 

using the following formula.  

 

 
 

In this formula, is the width of the network at time , λ 

is a constant value, and t is the current iteration number. 

1982's Hopfield network is an associative neural network 

(Hopfield, 1982). Hopfield and Tank developed and applied 

this network to solve optimization problems in 1985 

(Hopfield et al., 1985).  

 

Hopfield network training algorithm 

Using the following algorithm, Hopfield network 

optimization was used to identify the optimal solution to the 

high cost function: 

In recurrent neural networks, input and state series are 

present. These states are the output of the network at any 

given time, and in addition to the inputs, outputs, or states of 

the preceding stages, they contribute to the production of the 

output at any given time. Moreover, both the state and the 

input are functions of time, which are denoted by and . 

In these networks, the output of each stage is returned to the 

network, combined with the new input, and then used to 

generate the output of the subsequent stage. This procedure 

is depicted by the following relationship. 

 

 
 

In the above relation, is the output or the new state and it 

is actually a function of the previous state and also the 

new input . And in addition, is a non-linear function 

consisting of network weights, and the  function is 

usually used. As a result, the above relationship can be 

rewritten as follows. 

 

 
 

In the above relation, the weighted combination of and 

is passed through the tanh function. Consequently, the 

network has two distinct weights, one related to the previous 

state and the other related to the input. 

In general, the working procedure in recurrent neural 

networks is such that at the zero moment, we have the input 

Wh, which is a part of the input. This input enters the 

network and produces the state . This state re-enters 

the network and is combined with the new input and then 

passed through a  function and finally produces the 

output . Therefore, this is dependent on both and 

, and then in the next step, the same enters the 

network and by combining this with the input , the 

state is produced. In fact, this is dependent on , and 
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this same is dependent on . Therefore, it can be said 

that each of these  states is dependent on the previous 

states with the weight determined for them, and the same 

process continues until the end. 

 

3. Research Method 

Using RSS, distance-based methods estimate signal 

intensity. This approach calculates the distance between 

each device (user) and the target using the target's average 

power and the signal transmission channel's attenuation with 

distance. Each device's distance from the target is combined 

in the control centre to estimate the target's position. Energy 

collected at each place determines the radius of circles 

utilized to meet device foci in two-dimensional 

surroundings. One reason target location is inaccurate is the 

bases' nondirectionality. However, directed devices may 

provide more about the target's unknown location. 

The main results of using the deep learning method to 

determine a user's location within an SDN network will be 

discussed in this chapter. Based on this, we will first 

describe the CNN algorithm settings and outcomes, after 

introducing the database that transmits the factors impacting 

the location estimate. It should be made clear that the 

simulation in this study is conducted on a system equipped 

with an 8 GB RAM and a 5-core CPU using MATLAB 

version 2021a. 

 Sorting the data: We must organize the data so that the 

MATLAB software can comprehend and read it. In this 

study, the number of rows represents the number of 

user position-related states, while the number of 

columns represents the factors influencing the 

estimation of user position. 

 Labeling of data: In addition, since MATLAB software 

solves numerically, all variables must be labelled 

numerically. All parameters and targets in this section 

are designated in Latin. 

 Normalize the data: Now that they have all been 

converted into numeric variables, the data can be 

readily loaded into MATLAB. In addition, it is 

important to note that, because the data have various 

scales, they must be converted into a standard format. 

Standard format requires placing all data between d1 

and d2 using the following formula: 

 

  

 

According to the data, d1=0 and d2=+1 have been selected. 

Next, we save all the data with the specified specifications 

and labels in a file called "User_L.xls" 

In this study, 70% of the data is used to train deep neural 

networks and 30% is used to validate the model. These 

divisions are entirely discretionary in order to utilize all data 

for both objectives. The Randperm function of the 

MATLAB software can automatically generate a random 

index, and the associated data is stored in the corresponding 

matrices. 80% of the dataset, or 800 rows, are used to train 

the classification model, while 20% of the original dataset, 

or 200 rows, are used to evaluate the model. is utilized. 

The results will be presented within this section. 

Consequently, Figure (1) depicts the layered architecture of 

the network. 

 

 
 

Fig 1: Deep network layer architecture 

 

Figure (2) depicts the deep model convergence diagram that 

led to the estimation of the user's position. 

 
 

Fig 2: The suggested CNN model's convergence diagram, which has an accuracy of 98.65% 
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As depicted in Figure (2), the CNN model with 3700 

iterations has an average RMSE error of 0.15 and an 

accuracy rate of 98.65 percent when estimating the position 

of users. 

In addition, Figure (3) depicts the proposed CNN network's 

correlation diagram based on the distribution of training and 

testing data. As can be seen, the correlation coefficient 

between the results is R=0.91934. 

 

 
 

Fig 3: Data correlation diagram 

 

Figure (4) also shows users' anticipated position based on 

deep learning and observed data, as well as their current 

location. As is evident, deep learning has produced precise 

user location estimates. 

 

 
 

Fig 4: Arbaran position estimation based on observed data 

https://www.computersciencejournals.com/ijccn


International Journal of Circuit, Computing and Networking https://www.computersciencejournals.com/ijccn 

~ 45 ~ 

Figure (5) illustrates how the CNN model can estimate the 

future position of users based on their context in the  

network. 

 

 
 

Fig 5: CNN is used to estimate users' future positions. 
 

5 Conclusions 

We believe the mobile channel's core frequency affects the 

user's location. Thus, 1,000 test samples were acquired for 

the specified data set. Next, we apply deep learning to 

estimate user location. Using the Exception network 

architecture, Adam solver, and trainer training function, we 

estimated user locations. Model implementation results 

show that the CNN model with 3700 repetitions assessed the 

user's location with 98.65% accuracy and 0.15 RMSE. 

R=0.91934 shows the results are associated.  
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