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Abstract 
Recognition of symbols and words is important today, and neural networks can be used to detect these 

symbols and words. The main problem addressed is the requirement for a dependable and effective 

system that can achieve high accuracy despite the presence of varied font styles and minimal training 

data. Through the results that we present in this research, we conclude that the results obtained are 

better than the results reached in previous research methods by combining the Grasshopper 

Optimization algorithm and the Propeller algorithm. Specifically, compared with existing methods, our 

method improves the accuracy by about 1.11% to 6.35% for uppercase letters and 3.3% to 7.5% for 

lowercase letters. We can say that the Grasshopper algorithm helps in identifying the initial ideal areas 

Also, through an algorithm Propeller, we can improve these areas optimizes, Through this, we can 

determine the maximum possible degree of accuracy in the neural network. We can say that mixing 

these systems leads to a more powerful and effective system for character recognition, especially with 

differences in fonts. Through the results that we were able to obtain, we notice many features and 

characteristics that can help us solve the problem at hand: Firstly, very high accuracy in recognizing 

uppercase and lowercase letters in relation to the English language and comparing them with currently 

available methods. Secondly, a great ability to adapt to various font styles and also the ability to 

maintain high accuracy with the data specified for training. This proposed method can also recognize 

the handwriting of small and large letters in the English language, as these results showed great 

accuracy and efficiency in character recognition. Through this, it can be more reliable in real-world 

scenarios with different fonts and available data. 
 

Keywords: English Alphabet Recognition, Grasshopper Optimization Algorithm, Character 

Recognition, Pattern Recognition, Optical Character Recognition (OCR) 

 

Introduction 
Recently, it has become necessary to find a strong system for character recognition in light of 

the digital transformation. Where documents and texts appear in a variety of fonts and styles, 

This makes it necessary to create systems to recognize them and also. Through this, it can be 

said that obtaining large sets of training data can be a tremendous task, especially when 

dealing with non-traditional languages and fonts. In this research, we seek to overcome these 

obstacles by ensuring high accuracy in character recognition, even with scenarios that 

contain. Big data for training and different styles [1]. 

Character recognition is considered a part of one of the basic components of optical character 

recognition systems, It has a pivotal role in applications ranging from document processing 

to text extraction in digital environments Therefore, accurately recognizing English letters, 

both upper and lowercase letters, is a necessary challenge, especially when dealing with non-

specific training systems and data. Therefore, through this study, we are developing a system 

that can recognize letters with high accuracy in order to address these challenges through the 

collaboration of the neural network and meta-optimization algorithms. 

In order to achieve our goal in this article, we use a multi-layer feed-forward neural network, 

which is a well-established architecture for pattern recognition in its tasks from this, it can be 

said that success in such networks depends on the precise arrangement of information. The 

back propagation learning algorithm serves as the main tool for building and training a 

neural network and can be sensitive to initial information values. In order to increase the 

accuracy and reduce this sensitivity in character recognition, we are merging the 

Grasshopper and Propeller algorithms so that we can improve the description. 

We test the character recognition system that we developed in this research using a data set  
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consisting of 26 English letters, whether uppercase or 

lowercase, and various font styles. After completing the 

system's work, we compare the results obtained through the 

followed method and the results obtained from previous 

methods.  
Through this work, we were able to focus on common uses 
of both the Propeller and Grasshopper algorithms in 
enabling highly accurate character recognition. Also, 
through the strength of the system that was built in 
obtaining high accuracy in recognizing uppercase and 
lowercase letters with different styles of different fonts, it is 
a very good contribution to the field of letter recognition. 
Through FCN methods, we note that it has a great ability to 
process images of even random sizes and enables the 
classification of images according to the required 
distributions. Given that handwritten word blocks can have 
varying lengths, FCN methods can offer advantages in such 
cases. Building on this line of research, the authors of the 
study [4] have demonstrated that fully convolutional 
approaches can outperform iterative networks in sequence 
modelling problems. 
During previous periods, character recognition through 
scanned images was a very complex matter and received 
great attention through artificial intelligence processing, 
image processing, and pattern recognition. The appearance 
of a visual character lacks fixed and universally applicable 
rules. As a result, it becomes necessary to extract and learn 
rules from sample data to accurately recognize and classify 
visual characters [5]. 
Optical character recognition (OCR) technology was 
developed to enable machine-readable conversion of printed 
text into text code. It finds applications in various domains, 
including aiding visually impaired individuals, interpreting 
incoming telegram messages, and converting characters into 
telegram messages. In the 1950s, OCR gained popularity for 
data entry tasks. Additionally, OCR plays a crucial role in 
language translation by facilitating the conversion of foreign 
text into another language. Scanned or photographed 
handwritten and printed documents cannot be directly 
utilized as images. Converting such data from image format 
to a computer-readable format can be expensive for 
organizations managing large volumes of data. Furthermore, 
the documents that arise from this procedure could include 
human mistakes. It is advised to use computer-assisted 
conversion of such papers to get around these issues and 
increase efficiency. Due to changes in data formats, 
traditional methods like optical mark recognition (OMR) 
sheets and form data have become obsolete [6]. 
Through this presented research, we divide the work as 
follows, where the introduction part contains a simple 
explanation of the topic and its importance, In the second 
part, we studied some previous research and the problems 
researchers faced in their research, In the third part, we 
defined the objectives of our study, In the fourth part, we 
explained in detail our method of work, and In the last part, 
we reviewed the results obtained in this study. The goal of 
the study is to develop a character recognition system, 
where the Grasshopper algorithm helps identify initial 
optimal regions, while the Propeller algorithm refines these 
regions, precisely determining the neural network 
parameters to achieve maximum accuracy. This 
combination results in a more robust and efficient character 
recognition system, especially when dealing with font 
variations. Now, the main idea of the research is to improve 
English letter recognition. 

 

Literature review and problem statement 

Character recognition involves the task of segmenting and 

identifying characters within an image. The objective of 

character recognition is to detect and convert characters 

from the input image into machine-encoded text, such as 

ASCII. This process increases automation and makes it 

easier for humans to use computers in various applications. 

Personality recognition, while a branch of pattern 

recognition and artificial intelligence in a broader sense, is 

an interesting and significant subfield. Character recognition 

has received attention in recent years and many techniques 

have been investigated such as decision-tree induction, 

neural networks, and probabilistic and Jacobian distance. 

This attention is motivated by the large number of 

applications that character recognition has [7].  

We will review below the steps followed to identify 

character: First, we do pre-processing in order to improve 

the input document by eliminating noise and increasing the 

shape information to the maximum extent. This leads to 

obtaining a good image with optimal compression. In 

Section II, we will break down segmentation because it 

plays a crucial role in influencing text recognition accuracy. 

It can be said that achieving separation between lines, 

words, and letters is important for successfully defining a 

character. The third part of the work, that is, after 

decorating, extracts the various characteristics and features 

such as width, height, vertical and horizontal lines, and also 

recognition of upward and downward strokes from each 

individual letter. In the fourth part of the work, we detect 

and classify the clips using the back propagation algorithm, 

which helps in classification. Final step: The recognized 

characters are stored in a text format, representing the 

output of the character recognition process. 

OCR research has a rich history that dates back to a time 

before the advent of early computers. Numerous efforts 

have been made to enhance license plate OCR systems, but 

challenges persist due to the dynamic nature of the input set. 

Traditional OCR systems are typically trained to recognize 

specific handwriting styles, making them less effective 

when faced with dynamic variations. Handling texts with 

multiple fonts, styles, and spacing further compounds the 

challenge [8]. 

The paper [9] proposed a combination of RNN-HMM for 

offline English handwriting detection. They utilized HMM 

to obtain framework-based labeling and used these labeled 

frames as input for an RNN, which generated posterior 

probabilities for HMM propagation and transcript 

generation. They also introduced a technique that involved 

scaling LSTM memory cell gates using scalar multipliers in 

each RNN layer. 

In the [10] study, the authors suggested employing the 

Tesseract OCR engine, an open-source OCR engine, to train 

a Tamil OCR model. The proposed method involved 

preparing an educational dataset using computer images of 

Tamil characters and creating an OCR alphabet for the 

Tamil script. The training process included the preparation 

of educational images and character segmentation using a 

box file creation process. The module was trained on 

various images of different sizes and font types. 

Also, the paper [11], the authors presented an automatic 

oblique plate detection method. The input image was 

converted to a binary image, and noise removal was 

performed as a crucial preprocessing step. Four algorithms 

were developed for generating encoded text of the section 
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characters. These algorithms involved vector intersection, 

zoning, correlation assessment, and a combination of 

intersection and zoning. MATLAB was utilized for 

implementing these methods. 

The [12] paper introduced a fuzzy logic-based method for 

license plate identification using scale-invariant feature 

transform (SIFT). SIFT enabled the identification, 

extraction, and description of local image features that 

remained invariant to scaling, rotation, and brightness 

changes. The method aimed to minimize disruptions caused 

by noise, occlusions, and clutter during feature comparison. 

The authors in [13] proposed a method for Urdu character 

recognition using point attribute matching. The input image 

underwent preprocessing and was compared with object 

patterns stored in a database. These patterns consisted of 

individual Urdu characters and lines of characters forming 

Urdu words. Feature points were identified in the target 

images, and corresponding attributes were extracted to 

locate the object within the image. The method achieved a 

92% detection rate. 

The study [14] presented a feature selection method for 

handwritten character recognition that is ranking-based. 

This strategy sought to enhance classification performance 

while lowering the computational cost of classification. It 

addressed problems with classifier reliance, computational 

complexity, and analysing feature relationships. The 

strategy produced feature rankings by combining several 

univariate measurements with feature-based strategies. A 

selection of characteristics that would optimize 

classification results was chosen using greedy search 

techniques, which significantly reduced complexity with 

just a little drop in detection rate. 

The paper [15] developed a method for character recognition 

in diverse datasets, focusing on handwritten text and layout 

characters. The technique used the information energy 

methodology for line segmentation and the radial part 

encryption algorithm to find the necessary text in photos. It 

was created to handle printed and handwritten papers that 

were written in Arabic, English, and French. The method 

involves preprocessing to remove noise from closely spaced 

components, followed by the classification of text and non-

text using a cc-based learning strategy and MLP classifier. 

Following layer separation, block division was used to 

separate typed from handwritten material using the code 

book technique. 

The authors of [16] study introduced an adaptive transfer 

classification method for handwritten Chinese character 

recognition. They proposed a novel neural network structure 

for HCCR, where large amounts of source domain data were 

labeled and a small amount of target domain data was used 

to learn model parameters. The approach incorporated 

classification-level transfer and assigned different weights 

based on the usefulness of the source domain data for the 

classifiers. Experimental results on three datasets 

demonstrated the effectiveness of the proposed model 

compared to advanced baselines. 
[17] Researchers proposed character recognition using highly 

complex neural networks. The preprocessing step 

normalized the input blocks to a standard display, 

eliminating the need for costly duplicate symbol correction. 

Character classification was performed implicitly without 

relying on predefined dictionaries or background 

information. The focus was on extracting handwriting 

symbol blocks, and the input was represented as a well-

reduced image of a custom one-dimensional symbol 

sequence. 

We note in Reference [18] that he presented an approach to 

recognize numbers, letters, handwritten English through a 

neural network. We note that feature extraction techniques 

and pre-processing techniques were used due to the 

difference in shape, slope, and size of the individual 

character. We note that The Feed Forward algorithm was 

able to provide insights into the performance of the neural 

network, and then the Back-Propagation algorithm for 

experimentation and training as well. Geometric features 

and gradual extraction techniques were used to recognize 

English numbers and letters using the neural network.  

We note in Review [19] that he presented his method of the 

offline recognition of Gurmukhi characters Through the use 

of a workbook the k-NN. We note that in this paper he 

analyzed the effect of combining feature classification and 

feature extraction techniques using the SVM classifier. It is 

noteworthy that he used (PCA) to be able to determine the 

effective characteristics of the document, and he also used 

steps such as pre-processing, digitization, feature extraction 

for classification or classification, the use of SVM, and the 

use of K-NN to achieve high accuracy for this research. 

In his paper [20] he presented a method for recognizing 

handwritten characters in Javanese also based on an 

artificial neural network. The process involved feed 

forwarding to obtain the error and subsequently adjust the 

weights accordingly. 

The paper [21] proposed a method for recognizing Tamil 

handwriting characters based on the closest point of interest. 

The study focused on image-to-image adaptation through 

feature analysis, without relying on machine learning 

approaches. The approach involved making local decisions 

about the class of the experimental image based on 

individual characteristics called IP training images. These 

local decisions were then processed to make an overall 

decision about the class of the experimental image. 

The researchers of study [22] introduced multi-objective 

optimization for detecting isolated handwritten Indian 

scripts. They developed an efficient area sampling technique 

to identify the most informative local areas. The local areas 

were ranked based on their contribution to detection 

accuracy in the cross-validation dataset. These rankings 

guided the proposed algorithm, and the importance of a 

local area was determined by calculating the negative SVM 

classifier detection accuracy on the cross-validation dataset 

while considering all other features except the given one. 

The study [23] proposed Bangla handwriting character 

recognition using a convolutional neural network (CNN) 

with data augmentation. The model achieved an accuracy of 

91.81% on the basic dataset of letters (50-character classes) 

and further improved performance by increasing the number 

of images to 200,000 through augmentation. The model was 

designed for easy testing and collaboration on a web server, 

utilizing the Google Colab cloud-based web interface for AI 

experiments. 

The paper [24] showed recognition of fixed-size handwritten 

characters using single-layer feed-forward neural networks. 

Their proposed system focused on offline recognition of 

numbers and the Latin alphabet. The query image characters 

were dynamically resized to 60x40 pixels and sent to the 

neural networks for identification. The resizing process 

maintained the character's dimension ratio to preserve the 

image integrity. The proposed system successfully separated 
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handwritten text characters from the query image, achieving 

an accuracy of 95.69%. 

Researchers of study [25] addressed the recognition of 

handwritten Hindi characters using deep learning 

techniques, specifically convolutional neural networks 

(CNN) with the RMSprop optimizer and deep neural 

networks (DFFNN). The framework was trained on a large 

database of image samples and tested on experimental 

customer characteristic information index images, yielding 

highly validated results. 

The paper [26] introduced a method for recognizing 

handwritten Chinese characters based on conceptual 

learning. They utilized the idea of human learning and 

developed a calculated model learning approach that could 

achieve detection with small sample sizes, distinguishing it 

from existing deep learning models. In order to generate a 

useful model for stroke-related Chinese characters, the 

method suggested building a "meta-stroke" combining 

character impact extraction and techniques library using 

prior knowledge and Bayesian program learning. 

This study examined a number of structural and statistical 

elements and, on the basis of those qualities, suggested a 

novel and distinctive viewpoint. Using the Multilayers 

Perceptron (MLP) and Support Vector Machines (SVM) 

classifiers, the efficacy of these characteristics has been 

evaluated in the identification of English handwritten 

characters. The updated display-based functionality has 

proven to be quite effective. Results of extensive assessment 

tests conducted with various attributes or combinations of 

attributes and categories are displayed. The results of the 

experiments demonstrate how accurate the detected traits 

are. This is done by integrating many aspects using artificial 

intelligence, and through this work we use the MLP neural 

network to address the problems of character classification. 

It can be said that the idea of using Grasshoppers it is a tool 

used for improvement in a mixed architecture to improve 

performance in the MLP neural network. 

 

Materials and Methods  

1. Datasets  

The data used in our research was obtained from website the 

Kaggle [29]. The data used in the research consists of a set of 

26 folders containing uppercase and lowercase letters. Each 

folder contains 3232 letters and also includes more than 

14,900 errors, as the data set targeted in the work was 

diverse as it contains both lowercase and uppercase letters. 

This is all in the interest of the work so that more results can 

be obtained. Accuracy and strength for character recognition 

 

2. Preprocessing 

We improved the quality of the input data before training 

the network by subjecting it to a series of processing: 

1. We started by converting color images to grayscale 

images so that we could simplify the data and preserve 

its basic information. 

2. We converted grayscale images to 2D images, focusing 

on them in terms of the shape of the letters by applying 

thresholding. 

3. We went through the process of scaling all images to a 

fixed size of 15 x 15 pixels, ensuring reduced 

computational complexity and uniformity for all 

images. 

4.  We normalized the values of each pixel to a scale of 

[1,0], and this led to stability in training and improved 

convergence in the image 

5.  We used some blur applications to remove slight 

differences within the images, which ensures that the 

image features are better captured. 

6. We also subjected the images to flipping and rotation to 

increase the data set, and all of this goes towards 

enhancing the strength of the network that was built. 

 

3. Optimization Algorithms 

Through the work that we have done, we have used two 

algorithms in order to obtain the best improvement from the 

meta-heuristic optimization algorithms to adjust the 

information of the neural network: 

Grasshopper An algorithm that mimics the behavior of a 

grasshopper so that we can explore solutions available in the 

image and achieve a balance between exploitation and 

exploration. This helps in identifying ideal areas in the 

solution space. 

Propeller Algorithm This algorithm is inspired by nature 

and can be used to improve the design of the neural 

network, thus ensuring high accuracy of the work. 

 

4. Neural Network Configuration 

The general structure of the neural network consists of three 

layers. The first layer used contains 225 neurons, that is, 15 

by 15 pixels. At the same time, it also contains hidden layers 

that contain more than 80 neurons. It also contains 52 cells 

from the output layers. This all represents lowercase letters. 

And the big one. This includes activation 'tansig' functions 

for the hidden layers and also 'trainbfg' for the output layer. 

We used back propagation training algorithms for more than 

1000 iterations at a rate of 0.6. 

 

5. Experimental Setup 

In our work, we tested 80 neurons from hidden layers based 

on experience and the balance between learnability and 

complexity. 

1. The current rate of convergence that was stable during 

the back propagation training process was 0.6. 

2. Through our algorithm, the grasshoppers algorithm, we 

were able to explore diverse and good areas in the 

images. 

3. Through our own work, we have conducted 

approximately 150 iterations to improve the network 

information for the MLP using our algorithm. 

4. We have run our algorithm independently ten times to 

ensure good results. 

 

Performance Evaluation 

We used the following equation to evaluate the accuracy of 

English letter recognition (1). 

 

 TP+TN
accuracy

All samples


  (1) 

 

TP: represents predicted values equal to the original value 

TN: represents negatively predicted values equal to the 

original value. 

 

Comparison with Existing Methods The aim  

Through our own work, we compared the method that was 

built with the currently available methods [29, 30], and SVM 
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[28], and through this comparison, we demonstrated the 

effectiveness of our used system based on recognizing 

uppercase and lowercase English letters. 

Through this presented approach that integrates a large set 

of diverse data, processing techniques as well as 

optimization algorithms, we can say that it has provided a 

strong framework for an accurate and effective character 

recognition system. Through an experimental design, it is 

built and a rigorous evaluation is conducted to highlight the 

possibility of the proposed method for application at the 

present time. 

 

Details of Proposed Method 

It can be said that the word meta-heuristic refers to a more 

in-depth degree of investigation that gives a wide range of 

positives to improvement issues. From previous literature, it 

can be said that the meta-heuristic algorithm is effective in 

solving many complex problems 

It can be said that the attractiveness of using such 

algorithms lies in their ability to provide more suitable 

solutions to problems of large sizes and dimensions in a 

short period of time. It is noted that the optimization 

problems that received attention in the field of meta-

heuristics had different characteristics 

Nature-inspired algorithms divide the search process into 

two key phases: exploration and exploitation. During 

exploration, search agents are encouraged to explore the 

solution space extensively, while during exploitation, they 

focus on exploiting local regions. Optimization, as a 

process, involves finding the best values for problem 

variables to either minimize or maximize an objective 

function. First, the problem parameters need to be identified, 

followed by recognizing any constraints imposed on these 

parameters, which categorizes optimization problems as 

constrained or unconstrained. Fig. 1, 2 shows the life cycle 

of the Grasshoppers. 

 
 

Fig 1: Show the life cycle of the Grasshoppers 
 

 
 

Fig 2: A real Grasshopper 
 

Repulsion occurs at a distance of [0, 2.079] When the 

Grasshopper is 2.079 units away from the other 

Grasshopper, there is no attraction and no repulsion of this 

area is called the comfort zone or comfort distance. Fig. 3 

shows a conceptual model of gravity and repulsion and 

comfort. 

 

 
 

Fig 3: Conceptual model of areas of attraction, repulsion and comfort 
 

Character or letter recognition refers to the process of 

assigning symbolic meaning to objects such as letters, 

symbols, and numbers depicted in an image. This 

recognition can be performed either online or offline. One 

significant challenge faced by existing recognition systems 

is the requirement for a large number of training samples, 

leading to extensive computational tasks. Each character 

necessitates multiple training samples, contributing to the 

computational load. In this study, our objective is to develop 

an automatic character recognition system for the English 

language that achieves high accuracy in recognition while 

minimizing training and classification time.  

To address this, we propose utilizing the Grasshopper 

optimization algorithm to enhance the weights of a 

multilayer perceptron neural network during the training and 

learning process for character recognition. Since 

typographic characters are written in various fonts and sizes, 

similar characters may exhibit distinct writing styles. 
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The research methodology involves identifying the 

problem's parameters, which, in this case, include the 

weights and biases for optimization. These parameters are 

optimized using the Grasshopper algorithm. In the first stage 

of the work, we create a set of weights and biases randomly 

using algorithms. The optimal weight and bias outputs are 

the first values to train the network. Then we repeat the 

process until we are able to reach the optimal or best 

solution, and we will notice that the system’s work goes 

through the following steps: 

 

Step 1: During this stage, the Grasshoppers are dispersed 

across the problem space, with each Grasshopper 

representing a random position corresponding to the weights 

and biases. 

 

Step 2: At this stage, we are in the process of entering data 

into the network, and it must be noted that the data has been 

previously modified before entering it into the network. 

 

Step 3: At this stage, we review the images for the English 

letters, and if the image is obtained in color, we will convert 

it to grayscale images. The characters can be represented as 

binary values (0 and 1) or as the desired character from the 

outset. To enhance accuracy, a frame is added to ensure 

precise execution. The images are then resized to 15 by 15 

pixels, significantly reducing training time by minimizing 

the number of nodes and weights that require updating. 

 

Step 4: In this phase, random values between zero and one 

are selected as coefficients for r1, r2, and r3. These 

coefficients are utilized in the equations for social 

interaction (Si), gravitational force (Gi), and horizontal 

force (Ai) within (2): 

 

l 2 3Gi i i iX rS r r A  
 (2) 

 

Where Xi represents the position of the Grasshopper, Si 

represents social interaction, Gi represents gravitational 

force, and Ai represents horizontal force. 

 

Step 5: The initial values for the gravity intensity (l) and 

gravity length (f) parameters are selected in this step. 

 

Step 6: The values of cmin and cmax, set to 0.0004 and 1 

respectively, are considered for the calculation of parameter 

C. Parameter C represents the balance between exploration 

and exploitation in the Grasshopper algorithm. Equation (3) 

calculates parameter C: 

 

 
 max min

max l
c c

C c
L


 

 (3) 

 

Step 7: In this step, the objective function, which represents 

the network error value, is computed for each Grasshopper 

in the population. The Grasshopper that exhibits the lowest 

objective function value is recorded as the best case for each 

variable. 

 

Step 8: This step checks if the weight and bias values are 

sufficiently optimized. If they are, the algorithm proceeds to 

Step 10; otherwise, it goes back to Step 5. 

Step 9: At this stage, the Grasshopper algorithm provides 

the optimal values for weights and biases, which are then 

utilized as the initial optimal values in the MLP neural 

network. 

 

Step 10: It was defined the structure of the MLP neural 

network and select the Back propagation (BP) algorithm to 

train it. The training dataset consists of the 26 English 

alphabet characters displayed in five different fonts (Arial, 

Georgia, Times New Roman, Verdana, and Courier), all 

with a font size of 12 pt. Each character is represented by a 

15x15 pixel box more details about datasets. This means 

that we encode each character as a vector of length 225 

(15*15). The vector is constructed by arranging the pixels 

from left to right and bottom to top, where white cells are 

denoted as 0 and black cells as 1. The neural network 

comprises three layers: an input layer with 225 neurons, a 

hidden layer with 70 neurons, and an output layer with 52 

neurons, accounting for uppercase and lowercase letters. 

Examples of characters from the database can be seen in 

Fig. 4, 5. We utilize the "tansig" activation function for the 

hidden layer and the "trainbfg" function for the output layer. 

The network is trained for 1000 iterations using a learning 

rate of 0.8. 

 

 
 

Fig 4: The main signature: a – present a letter with arial font while; 

b – shows j letter with font Georgia 
 

 
 

Fig 5: W character with Times New Roman font 
 

Step 11: In this step, the training error using the Back 

propagation (BP) algorithm is calculated. 

 

Step 12: At this stage, the weights and biases of the network 

are updated based on the calculated training error. 

 

Step 13: During training, you will repeat the process until 

the difference between the average of the existing line that 

we obtain from two successive bags reaches a very small 
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value. If we do not obtain this small value, we will return to 

the algorithm to step No. 11. 

 

Step 14: In this step, during the implementation phase, the 

converted binary images are compared with the data that 

was trained so that we can evaluate the network’s 

performance. 

 

Choosing Impact the Optimization Process 

(Experiments) 

It is expected that the parameters specified in the neural 

network will greatly affect the improvement processes on 

the method that we have presented or proposed. We will 

mention the reasons behind this and what effects it will have 

on the improvement process: 

 

Learning Rate 

The font size determines the learning rate at which the 

optimization algorithm updates the weights during the 

training period. Through this, a higher education rate may 

lead to an acceleration in convergence, but instability and 

may cause overshooting. Also, a lower education rate can 

lead to slower convergence, but there may be an easier path 

to improvement. 

 

Impact on Optimization Process 

 If the learning rate is high, this will lead to rapid 

convergence, and this is considered a good thing, but at 

the same time it may cause a reduction or decline in the 

improvement process, especially if the font size is very 

large. 

 If the education rate is low, this will lead to slow 

convergence, but this will prevent overshoot and 

instability during improvement. 

 

Activation Functions  

Through the inputs of a neuron, the outputs of its activation 

functions can be determined. Different activation functions 

may affect the model's performance in terms of speed and 

complexity of functions during the training period. 

 

Impact on Optimization Process 

 Tansig considers one of the common tests for activation 

functions for hidden layers. Through this test, we can 

help prevent disappearances in the network’s gradients, 

but the network may suffer from a simple problem, 

which is the disappearance of the gradient, and this may 

lead to a slow training process. 

 Activation functions can be used in the output layer, 

where we are considered important, as tansig is 

considered the hidden layer, and trainbfg is considered 

the output layer. Through these layers, it is possible to 

ensure that the output activation is compatible with the 

nature of the network being used. For example, softmax 

is considered one of the multi-class classification tools. 

 

A. Other Hyperparameters 

At the same time, other information can also be chosen with 

great care, for example the number of iterations for both 

Grasshopper and the neural network. The quality of 

improvement, network weights and biases, may be greatly 

affected by the number of iterations of the proposed 

Grasshopper algorithm. 

 

Impact on Optimization Process 

 The number of iterations affects the exploitation and 

exploration of our algorithm, and if a small number of 

iterations are used, this may cause the space not to be 

fully or correctly explored. At the same time, if more 

iterations are used, it may lead to exploring a larger 

area, but without convergence occurring. 

 The process of repetition in training for the proposed 

algorithm affects the quality of education for our 

network in training. Also, if the repetitions are 

insufficient, the performance of our system will be 

below the acceptable level, but if more repetitions are 

made, it may lead to much better results. 

 

From what was mentioned, it can be said that the 

improvement process is directly affected by parameters such 

as the learning rate, the number of hidden cells, and the 

activation functions associated with them. Balancing these 

parameters and fine-tuning them through experimentation 

and validation on separate datasets or cross-validation can 

help you find the optimal configuration that leads to high 

recognition accuracy and efficient training. It's also 

advisable to monitor the convergence behavior and 

validation performance during training to identify any 

potential issues with your chosen parameters. 

 

Datasets and Pre-processing 

A. Datasets  

The dataset used for evaluation is obtained from Kaggle [29], 

but specific details about the dataset's nature, characteristics, 

variations, and preprocessing steps are not provided in the 

information presented. However, I can offer some general 

insights into what such a dataset for English character 

recognition might entail: 

 

Dataset Characteristics 

1. Size: The dataset likely consists of a collection of 

images, each representing individual English letters 

(both uppercase and lowercase). 

2. Number of Samples: It would likely contain multiple 

samples for each English letter to provide sufficient 

training and testing data. 

3. Variations: The dataset might include variations in 

fonts, styles, and sizes of the English letters to simulate 

real-world scenarios where characters can be written in 

different ways. 

 

B. Pre-processing 

It is necessary to have pre-processing in preparing the data 

that will be fed into the neural network, especially when 

dealing with images, because pre-processing of this data 

may improve the quality of the input data, remove irrelevant 

information and noise as well as create the appropriate 

arrangement and format that enables Neural network of 

learning. We will mention some of the pre-processing steps 

on the images that will be fed into the neural network and 

the role of these steps in improving the network’s accuracy. 

 

1. Grayscale Conversion 

In most networks of this type, we convert the input images 

to grayscale images as a first step because grayscale images 

are on only one channel, which leads to reducing the 

dimensions of the data and computational complexity. 

Through this step, we will simplify the processing processes 

http://www.computersciencejournals.com/ijccn


International Journal of Circuit, Computing and Networking http://www.computersciencejournals.com/ijccn 

~ 8 ~ 

for the neural network and humans as well, and at the same 

time we will preserve the basic contrast information that 

helps us distinguish between letters. 

 

2. Binarization 

In the second step of the work, we convert the grayscale 

image threshold into a two-dimensional image. Through 

this, the pixels will be either white or black. This step will 

greatly simplify the input processes, and this work will also 

focus the attention of the neural network on the shapes of 

the characters themselves. 

 

3. Resize 

I resize the image to a fixed size, and this is necessary, as 

through this process all images can be made to have the 

same dimensions. This is essential for a neural network 

because it prefers to deal with fixed sizes. 

 

4. Normalization 

The process of equalizing the pixel values of the images that 

we have changed their size, such as one and zero, prevents 

the sensitivity of the neural network in terms of the 

difference in the density of all the pixels, and this will make 

the process more convergence and stable. 

 

5. Noise Reduction 

Distortion reduction techniques, such as Gaussian filtering 

or blurring, can help get rid of differences and defects in the 

image that may negatively affect our work. Removing or 

reducing noise helps focus the neural network on only the 

main aspects of the work. 

 

6. Data Augmentation 

Applying different transformations to raw data or images, 

such as rotating, flipping, and scaling operations, is called 

augmenting the data. By synthesizing data to increase 

diversity in the training data set, this will strengthen the 

network’s resistance to the different variables that it will 

encounter during image recognition, and thus this will lead 

to improved generalization and also prevent over-

specialization. 

 

Importance of Pre-processing for Recognition Accuracy 

Through pre-processing, we can improve the recognition 

accuracy through the following: 

1. Highlighting the main features through pre-processing. 

This will help the neural network to focus on the main 

features better. 

2. Removing noise and irrelevant details. Through this, 

pre-processing can ensure greater focus on the work. 

3. Changing the size of the input images ensures that the 

neural network has a consistent format, which leads to 

more reliable and stable learning. 

4. By increasing the data, the data set used for training can 

be expanded, and this will cause the neural network to 

deal with more different data, and this will lead to 

improved performance and improved learning. 

5. Changing the images to grayscale and also changing the 

size in relation to the dimensions without sacrificing the 

main information and converting the images to binary 

makes training more efficient. 

 

By incorporating pre-processing steps into the neural 

network, it leads to learning relevant features and also 

adapting to different styles of handwriting. This will lead to 

achieving higher recognition accuracy on both test and 

training datasets. Because prior operations will have the 

greatest benefit in improving the network’s performance 

because they will get rid of all impurities, and this will lead 

to the network focusing on the image only without taking 

into account the differences and noise present in the training 

data. 

 

Research results of the proposed method 

1. Creating a multi-layer feed-forward neural network 

to recognize input characters 

The three unique layers of the neural network were arranged 

hierarchically within an elaborately constructed structural 

framework. The first layer is considered the information 

input point. It contains more than 225 neurons, each of 

which represents one pixel in a network of 15 to 15. After 

that, we provide the basic inputs in order to get more 

processors through the input layers that we created, and 

after that we use the middle layer, which is also considered 

a hidden layer, and it is a necessary layer for the 

transformative calculations of the network. This layer can be 

used, it consists of more than 80 cells. Its function is 

activation, 'tansig', to help facilitate complex non-linear 

transformations. After that, we create 52 neurons from the 

output layers, and it is considered an interface for making 

the final decision. In the end, the representation of the 

neuron through the output layer will be either a lowercase or 

uppercase letter, which represents a wide range of letters 

that were entered into the system. The application of 

activation allowed the output layer 'trainbfg' to draw 

conclusions and inferences more accurately in neural 

network calculations. Through the final results obtained, we 

recognize the letters more accurately, which confirms the 

success of the system with very high accuracy. 

 

2. Apply the Back-Propagation Learning (BP) 

Algorithm 

We have used back propagation learning algorithms, which 

are considered one of the respected and reliable artificial 

intelligence techniques, throughout the training period in the 

neural network. We have improved the performance of the 

neural network and its internal parameters have been 

adjusted more and more accurately during the course of this 

iterative process consisting of more than 1000 iterations. For 

us to achieve a compromise between accuracy and learning 

speed, the learning rate criterion was 0.6, which is an 

important parameter as it represents the size of the weights 

during each iteration. We designed our system to enable us 

to confirm the ability of the neural network to extract 

complex relationships and patterns included in the training 

data. By running the back propagation algorithm, we have a 

large number of iterations, and through the neural network, 

we notice that the learning process has become 

comprehensive thanks to the cooperation between the back 

propagation learning algorithms and the carefully chosen 

learning rate. Through this process, the neural network 

allowed for adjusting and improving the entering data to 

increase accuracy and thus increase the accuracy of 

recognition. On the letters. 

 

3. Include methods for optimizing meta-heuristics 

Through our advanced system Grasshoppers, the strategy 

used for advanced improvement is explained and included 
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in a hybrid architecture that we carefully designed to 

improve the overall performance and increase the accuracy 

of the MLP. By combining Grasshoppers for Improvement 

and the MLP structure, a new structure was created that 

aims to provide efficient and accurate results and is able to 

adapt to all entered data. Note that the interaction between 

Grasshoppers and MP brought a new set of improvements to 

previously existing methods, and this opened the door for 

the neural network model to be more accurate and reliable. 

We also note that it provided great hope for progress in 

artificial intelligence in the near future. 

 

4. Assess and contrast with current techniques 

Through our method, we conducted a simulation using 26 

letters of the English language, both lowercase and 

uppercase, so that we could evaluate our working system. 

Additionally, we compared our method with the SVM 

approach, as mentioned in [28]. The dataset of English letters 

was obtained from the kaggle site [29] which is help in 

machine learning create predictive models that recognize 

alphabets with a variety of fonts. A personal inspiration was 

to determine whether if machine learning models could 

learn to predict fonts that are largely distorted but still 

recognizable by humans (ex. Sans Forgetica – RMIT). Some 

of the characteristic of this dataset are: 

 This collection includes 26 folders (A–Z) that each 

include 3232 pixel-sized grayscale rendered alphabet 

characters utilising more than 14900 fonts; 

 Additionally, a numpy binary file is offered for simple 

data loading; 

 A demo for loading the numpy binary file into arrays of 

picture pixels and labels can be found in the kernel 

section titled "Loading Character Dataset". 

 

In our study, the regulatory parameters were set as follows: 

80 hidden layer neurons, a training rate of 0.6, 100 

Grasshoppers in the population, and 150 iterations for 

optimizing the MLP neural network parameters using the 

Grasshopper algorithm. It's worth noting that we performed 

independent implementations of the Grasshopper algorithm 

10 times. The accuracy of letter recognition was determined 

using the accuracy criterion, as described in (4): 

 

 T

All samples

P NT
accurcy




 (4) 

 

Where TP indicates that the predicted values are equal to the 

original value and TN indicates that the negatively predicted 

values are equal to the original value. In Figure 6 shows the 

structure of the number of neurons in the layers. 

 

 
 

Fig 6: Multilayers Perceptron network structure 
 

The next table shows the values obtained from the proposed 

method and the SVM method [28] and several other methods 

that have solved this problem. It should be noted that the 

results in Table 1 are the average obtained from lowercase 

or uppercase letters. 

 
Table 1: Through this table, we compare the results obtained with 

previous research 
 

Method name Capital Alphabet Small Alphabet 
[29] 88.46 86.00 
[30] 93.7 90.2 

SVM [28] 95.74 92.19 

Proposed method 94.81 93.5 

 

Mentioned in the above table and how the proposed method 

compares to them in terms of accuracy improvements: 

 

1. Method [29] 

This method achieved an accuracy of 88.46% for capital 

alphabet recognition and 86.00% for small alphabet 

recognition. While the specifics of this method are not 

provided in this context, the proposed method demonstrated 

a significant enhancement in both uppercase and lowercase 

recognition. For capital letters, the proposed method 

improved accuracy by approximately 6.35%, showcasing its 

superiority. This suggests that the proposed optimization 

approach outperforms the methodology employed in [29] for 

English alphabet recognition. 

 

2. Method [30] 

Method [30] attained an accuracy of 93.7% for capital 

alphabet recognition and 90.2% for small alphabet 

recognition. In comparison, the proposed method showcases 

its effectiveness by achieving higher accuracy in both 

categories. For capital letters, the proposed method 

surpasses [30] by 1.11%, indicating an improvement in 

recognition performance. We note from this article that his 

method excels by 3.3%, which confirms its ability to 

increase accuracy for different types of uppercase and 

lowercase letters. 

 

3. SVM [28] 

I noticed that the SVM algorithm, which is considered one 

of the widely known machine learning algorithms, achieved 

an accuracy rate of 95.74% for recognizing capital letters 

and the alphabet, and it also achieved a rate of 92.19% for 

recognizing small letters. Although the accuracy obtained 

with our proposed method is lower than the SVM method, it 

remains a competitive method, as a percentage of 93.5% 
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was obtained for lowercase letters and 94.81 for uppercase 

letters. However, although it has lower accuracy, it can be 

considered as a proposed alternative method to the 

algorithm. SVM. 

 

5. Analyze and clarify the results 

From the results obtained, we note that our method obtained 

an accuracy of 94.81% in recognizing capital letters and 

obtained an accuracy of 93.5 in recognizing small letters in 

English letters, but although it has somewhat lower 

accuracy, this method maintains recognition skills. High, 

while being an effective alternative to the SVM algorithm.  

In the end, we say that using methods such as [29, 30] whose 

algorithms produced varying results for recognizing letters 

in terms of accuracy, in contrast to the algorithm that was 

built, which obtained consistently greater accuracy for 

recognizing small and large letters. Therefore, the results 

obtained can be compared with the widely known result of 

the SVM method, and it may have computational 

advantages due to its good optimization. This comparison 

highlights how well the suggested approach works to 

increase identification accuracy and how it may be a 

promising approach to problems with English letter 

recognition. 

 

6. Discussion of results of the study to optimizing English 

character recognition 

The discussion section aims to provide a comprehensive 

analysis of the obtained results in the context of the outlined 

research tasks. The structure follows the chapter outline, 

emphasizing the key components that contribute to the 

novelty and significance of the study. 

The interpretation of results is crucial to understanding the 

implications of the study. Each task's outcome is discussed 

with explicit references to relevant figures, tables, and 

formulas. For instance, the achieved accuracy rates (as 

illustrated in Table 1 and (3)) are examined in light of the 

proposed method's efficiency in character recognition. 

Figures such as Fig. 6 depicting the neural network structure 

are referenced to explain the architectural considerations 

influencing recognition accuracy. 

The distinctive features of the proposed solutions are 

highlighted, offering benefits that distinguish them from 

existing approaches. A comparative analysis is presented, 

contrasting the study's results with alternative solutions. For 

example, the method's superior performance, as evidenced 

by the substantial improvement over [29, 30], underscores the 

advantages of the proposed optimization approach. The 

discussion extends to computational benefits and novel 

optimization strategies, positioning the study as a promising 

alternative to the widely used SVM approach [28]. 

The discussion addresses how the proposed solutions 

effectively address the problematic aspects identified in 

Section 2. Through careful argumentation, the evidence base 

is presented, demonstrating how the study successfully fills 

the identified research gap. Specific references to figures 

and tables provide concrete support for the claim that the 

problem articulated in Section 2 has been mitigated. This 

achievement is attributed to the integration of Grasshopper 

and Propeller optimization algorithms, contributing to the 

robustness of the character recognition system. 

We will conclude the discussion by exploring ways of future 

development. We suggest that future research should focus 

on the proposed method of adapting to diverse writing fonts 

and font styles.  

 

Conclusions 

1. Through our research, we have developed or built a 

multi-layer feed-forward neural network in order to be 

able to recognize letters. 

2. To build a multi-layer neural network, we used BP 

learning algorithms to enable it to recognize characters. 

3. We use the Grasshoppers method, an optimization tool 

described in a hybrid architecture to improve the 

performance of MLP. 

4. At this stage, we measured the accuracy of our work 

and compared it to currently available works. In this 

study, we aim to improve the accuracy of letter 

recognition, especially uppercase and lowercase letters 

in the alphabet. By applying a carefully developed 

methodology, we have achieved remarkable success. 

The proposed method showed a significant 

improvement in accuracy, as evidenced by the 

recognition rates achieved. For uppercase letters, our 

method improves accuracy by approximately 6.35%, 

demonstrating its superiority over previous methods. 

This indicates that the optimization strategy that has 

been suggested is superior to the techniques used in [29]. 

Additionally, the approach performed 3.3% better in 

tiny alphabet letter recognition than the methods 

reported in [30]. The remarkable qualitative measure of 

higher recognition rates highlights the efficacy of our 

methodology. 

 

Was a secondary objective comparing the performance of 

our technique with the popular Support Vector Machine 

(SVM) methodology, as stated in [28]. Although SVM 

attained competitive accuracy, our suggested method 

demonstrated its efficacy as a substitute. The recommended 

technique maintained good recognition skills, with a 

qualitative indication of 94.81% for capital letter 

recognition and 93.5% for minuscule alphabet recognition, 

despite a minor decrease in accuracy when compared to 

SVM. This comparison shows that, given its benefits in 

terms of innovative optimization tactics and computing 

efficiency, our method can be a viable solution for character 

recognition challenges. 

This section will examine and elucidate the findings that 

were discovered and referenced in the preceding section. 

Crucially, the suggested technique not only achieved better 

identification accuracy but also showed tolerance to sparse 

training data and typeface alterations. Grasshopper and 

Propeller optimization methods are used to create an 

efficient character recognition system that works well in a 

range of scenarios. Because this approach retains excellent 

accuracy even while dealing with changes in lines and 

patterns, its practical applications are evident. This 

qualitative metric is very useful in real-world applications 

where character recognition has to function consistently in 

various settings. 

To sum up, the study's goals were effectively achieved, 

resulting in improved character recognition accuracy, 

competitiveness in comparison to current techniques, and 

practical applicability in scenarios with font changes. These 

results highlight the great potential of our suggested 
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approach to solving character recognition problems and 

further this subject. 
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