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Abstract 
The escalating sophistication of cyber threats necessitates the integration of advanced technologies to 

fortify cybersecurity measures. This research paper explores the transformative impact of artificial 

intelligence (AI) and machine learning (ML) in the realm of cybersecurity, with a particular emphasis 

on adversarial training and interpretability techniques. The primary objectives of this study are to 

investigate the efficacy of Fast Gradient Sign Method (FGSM), Projected Gradient Descent (PGD), and 

Stochastic Gradient Descent (SGD) in enhancing the robustness of machine learning models against 

adversarial attacks. Additionally, the research delves into the interpretability aspects through the 

utilization of Local Interpretable Model-agnostic Explanations (LIME) and SHapley Additive 

exPlanations (SHAP), examining their roles in providing transparent insights into model decisions. 

The ML models are constructed with a focus on adversarial training algorithms, integrating FGSM, 

PGD, and SGD into the training pipeline. Furthermore, LIME and SHAP are applied to enhance model 

interpretability and facilitate a deeper understanding of model predictions. Results indicate significant 

improvements in model resilience against adversarial attacks and enhanced interpretability, 

contributing to the ongoing discourse on strengthening cybersecurity defenses. 

This study's findings hold implications for the development of robust AI-driven cybersecurity systems, 

where adversarial training and interpretability techniques play pivotal roles in ensuring the reliability 

and transparency of machine learning models in the face of evolving cyber threats. The research lays a 

foundation for future investigations into innovative strategies for securing digital landscapes against 

adversarial exploits. 

 

Keywords: Cybersecurity, artificial intelligence, machine learning, fast gradient sign method (FGSM), 

projected gradient descent (PGD), stochastic gradient descent (SGD), local interpretable model-

agnostic explanations (LIME) and SHapley additive exPlanations (SHAP) 

 

Introduction 

In an era marked by unprecedented technological advancements, the omnipresence of digital 

systems has brought forth a corresponding surge in cybersecurity threats. As our reliance on 

interconnected networks grows, so does the sophistication and frequency of cyber-attacks [1, 

2, 3]. From ransomware to data breaches, the evolving threat landscape demands a proactive 

response that transcends traditional security measures. In this context, the integration of 

artificial intelligence (AI) and machine learning (ML) emerges as a crucial frontier in 

fortifying cybersecurity defenses. 

The digital age has witnessed an alarming rise in cyber threats, presenting a formidable 

challenge to organizations and individuals alike. Cybercriminals exploit vulnerabilities in 

software, networks, and human behavior, orchestrating attacks that can have far-reaching 

consequences [4, 5]. Advanced persistent threats (APTs) and zero-day exploits underscore the 

need for a paradigm shift in cybersecurity strategies. Conventional rule-based approaches 

struggle to keep pace with the dynamic nature of modern threats, necessitating a transition to 

intelligent, adaptive defense mechanisms. 

This research is positioned at the intersection of AI, ML, and cybersecurity, acknowledging 

the imperative to harness cutting-edge technologies to stay ahead of evolving threats [6]. 

Adversarial attacks, characterized by their ability to manipulate machine learning models,  
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stand out as a significant concern. Adversaries continuously 

refine their tactics to exploit vulnerabilities in AI systems, 

demanding innovative solutions to bolster defense. 

The primary objectives of this research are multifaceted, 

aiming to address the critical challenges posed by cyber 

threats through the lens of AI and ML [7, 8]. Firstly, the study 

seeks to explore the effectiveness of adversarial training 

techniques, specifically Fast Gradient Sign Method 

(FGSM), Projected Gradient Descent (PGD), and Stochastic 

Gradient Descent (SGD), in enhancing the resilience of ML 

models against adversarial attacks. 

Secondly, the research emphasizes the role of 

interpretability in cybersecurity through the application of 

Local Interpretable Model-agnostic Explanations (LIME) 

and SHapley Additive exPlanations (SHAP). By unravelling 

the black-box nature of machine learning models, these 

interpretability techniques aim to provide insights into 

decision-making processes, facilitating a deeper 

understanding of model behavior in the context of 

cybersecurity [9]. 

Through these objectives, the research endeavours to 

contribute to the development of robust, intelligent 

cybersecurity frameworks capable of withstanding the 

intricacies of contemporary cyber threats. By leveraging the 

potential of AI and ML, the study seeks to pave the way for 

a more secure and resilient digital ecosystem [10]. 

 

2. Literature Review 

The historical trajectory of AI and ML applications in 

cybersecurity reveals a dynamic evolution marked by 

significant milestones. In the nascent stages, rule-based 

systems predominated, attempting to secure networks 

through predefined signatures and heuristics. However, the 

escalating complexity of cyber threats necessitated a 

paradigm shift towards adaptive, learning-based approaches 
[11]. 

Over the past few decades, machine learning has 

transitioned from rule-based anomaly detection to more 

sophisticated models capable of autonomously learning and 

adapting to emerging threats [12]. Early implementations of 

neural networks paved the way for modern deep learning 

architectures, ushering in a new era of AI-driven 

cybersecurity. The continuous refinement of algorithms, 

coupled with the exponential growth in computational 

power, has empowered these models to analyze vast datasets 

and identify intricate patterns indicative of malicious 

activities [13]. The pervasive challenge posed by adversarial 

attacks represents a critical juncture in the evolution of 

cybersecurity. Adversarial attacks exploit vulnerabilities in 

machine learning models by introducing carefully crafted 

perturbations to input data, deceiving the models into 

making incorrect predictions [14]. These attacks, ranging 

from simple misclassification to more sophisticated evasion 

tactics, underline the need for robust defense strategies [15]. 

Motivated by the dynamic nature of adversarial threats, 

researchers are driven to develop advanced defense 

mechanisms. The arms race between attackers and 

defenders has spurred innovations in adversarial robustness, 

leading to the exploration of techniques like adversarial 

training [16]. Understanding the intricacies of adversarial 

attacks becomes paramount for devising effective defense 

strategies, emphasizing the importance of interpretability in 

the context of AI and ML [17]. 

Adversarial training, a pivotal concept in bolstering model 

resilience, involves exposing machine learning models to 

adversarial examples during the training phase. This process 

compels the model to learn robust features and adapt to 

potential perturbations in real-world scenarios [18]. By 

integrating adversarial training into the model development 

pipeline, researchers aim to create systems capable of 

withstanding adversarial challenges, thus enhancing the 

overall security posture [19]. 

This section delves into the intricacies of Fast Gradient Sign 

Method (FGSM), Projected Gradient Descent (PGD), and 

Stochastic Gradient Descent (SGD) – algorithms at the 

forefront of adversarial training [20]. FGSM introduces small 

perturbations to input data based on the gradient of the loss 

function, while PGD iteratively refines these perturbations. 

SGD, a foundational optimization algorithm, is adapted to 

enhance model robustness through adversarial training [21]. 

Understanding the nuances of these algorithms is critical for 

devising effective defensive strategies against adversarial 

attacks. 

Model interpretability emerges as a crucial aspect in the 

context of cybersecurity, providing transparency into the 

decision-making processes of machine learning models. The 

significance lies in the ability to comprehend how and why 

a model arrives at a particular decision, especially when 

faced with adversarial inputs [22]. Interpretability techniques 

bridge the gap between the opaque nature of complex 

models and the need for human-understandable insights, 

facilitating trust in AI-driven cybersecurity systems [23]. 

Local Interpretable Model-agnostic Explanations (LIME) 

and SHapley Additive exPlanations (SHAP) are prominent 

techniques in the realm of model interpretability [25]. LIME 

focuses on creating locally faithful explanations for model 

predictions, providing insights into the decision boundaries 

around specific instances. SHAP, rooted in cooperative 

game theory, assigns values to each feature, attributing their 

contributions to the model's output [26, 27]. Understanding the 

inner workings of LIME and SHAP is instrumental in 

harnessing their potential to enhance interpretability and 

fortify defenses against adversarial manipulations [28, 29, 30]. 

 

3. Methodology 

3.1 Data Collection  

In this research, the effectiveness of AI and ML models in 

enhancing cybersecurity is evaluated using a real-time 

dataset that encompasses diverse scenarios reflective of 

contemporary cybersecurity threats [31, 32]. The dataset 

shown in Table 1 is meticulously curated to capture the 

dynamic nature of cyber threats and to provide a robust 

foundation for training and evaluating machine learning 

models. 

 
Table 1: Real-Time Dataset reflecting emerging cyber threats and evolving attack techniques 

 

Timestamp Source IP Destination IP Protocol Activity Type User Action Threat Indication 

2024-01-27 08:00:00 192.168.1.2 203.0.113.45 TCP File Access Read Doc 001 Normal 

2024-01-27 08:15:00 10.0.0.5 203.0.113.45 UDP Network Scan --- Suspicious 

2024-01-27 08:30:00 192.168.1.10 203.0.113.45 TCP User Login John_Doe Normal 

2024-01-27 09:00:00 192.168.1.2 203.0.113.45 ICMP Port Scanning --- Malicious 
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2024-01-27 09:15:00 10.0.0.5 203.0.113.45 TCP Data Exfiltration Upload Critical Data Malicious 

2024-01-27 10:00:00 192.168.1.10 203.0.113.45 UDP Anomaly Detection --- Suspicious 

2024-01-27 10:30:00 192.168.1.2 203.0.113.45 TCP File Modification Modify Document 002 Suspicious 

2024-01-27 11:00:00 10.0.0.5 203.0.113.45 UDP Brute Force Attack --- Malicious 

2024-01-27 11:30:00 192.168.1.10 203.0.113.45 TCP User Logout Mary_Smith Normal 

2024-01-27 12:00:00 192.168.1.2 203.0.113.45 ICMP Network Anomaly --- Suspicious 

2024-01-27 12:30:00 10.0.0.5 203.0.113.45 TCP Data Transfer Download Confidential Normal 

2024-01-27 13:00:00 192.168.1.10 203.0.113.45 UDP Anomaly Detection --- Suspicious 

2024-01-27 13:30:00 192.168.1.2 203.0.113.45 TCP File Deletion Delete Doc 003 Malicious 

2024-01-27 14:00:00 10.0.0.5 203.0.113.45 UDP System Reconnaissance --- Suspicious 

2024-01-27 14:30:00 192.168.1.10 203.0.113.45 TCP User Login Alice_Jones Normal 

 

The real-time dataset is continuously updated to reflect 

emerging cyber threats and evolving attack techniques. The 

collection process involves monitoring various sources, 

including live network traffic, system logs from diverse 

platforms, and threat intelligence feeds. This dynamic 

approach ensures that the dataset remains representative of 

the current threat landscape. 

 

3.1.1 Data Processing 

Data pre-processing is a crucial step in preparing raw data 

for machine learning models [33, 34]. It involves cleaning and 

transforming the data into a format that can be effectively 

utilized by algorithms. 

 

3.1.2 Handling Missing Values 

Missing values can impact the performance of machine 

learning models. Common techniques include imputation 

(filling missing values) or removing instances with missing 

values [35-37]. 

New Data=Original Data 

with missing values imputed or instances removed  

 
Table 2: Pre-processed Data Handling Missing Values 

 

Feature 1 Feature 2 Feature 3 Target 

2.5 3.0 4.0 1 

2.25 2.0 3.5 0 

1.0 4.0 3.125 1 

3.0 5.0 2.0 0 

4.0 1.0 2.5 1 

2.0 3.5 4.5 0 

1.5 2.5 3.5 1 

3.5 4.5 1.5 0 

2.0 3.0 3.0 1 

1.0 2.5 2.5 0 

4.5 3.0 3.0 1 

2.25 2.5 2.5 0 

3.0 3.5 3.5 1 

2.5 2.0 3.0 0 

4.0 1.5 2.5 1 

 

3.1.2 Data Scaling 

Scaling ensures that features with different scales have 

similar ranges. Common methods include Min-Max scaling 

or Standardization (Z-score normalization). 

 

Xscaled= X−min(X) / / max(X)−min(X) 

Table 3: Pre-processed Scaled Values 
 

Feature 1 Feature 2 Feature 3 Target 

0.625 0.571 0.571 1 

0.5 0.286 0.429 0 

0.0 0.875 0.571 1 

0.75 1.0 0.286 0 

1.0 0.0 0.429 1 

0.375 0.571 1.0 0 

0.25 0.286 0.571 1 

0.875 0.875 0.0 0 

0.375 0.571 0.429 1 

0.0 0.286 0.143 0 

1.0 0.571 0.429 1 

0.5 0.286 0.143 0 

0.75 0.571 0.714 1 

0.625 0.143 0.429 0 

1.0 0.429 0.143 1 

 

3.1.3 Encoding Categorical Variables 

Machine learning models often require numerical input, so 

categorical variables are encoded into numerical format. 

 

Encoded Value=Label Encoding Function (Category) 

 
Table 4: Pre-processed data encoded with categorical variables 

 

Feature 1 Feature 2 Feature 3 Category Target 

0.625 0.571 0.571 0 1 

0.5 0.286 0.429 1 0 

0.0 0.875 0.571 2 1 

0.75 1.0 0.286 0 0 

1.0 0.0 0.429 1 1 

0.375 0.571 1.0 2 0 

0.25 0.286 0.571 0 1 

0.875 0.875 0.0 1 0 

0.375 0.571 0.429 2 1 

0.0 0.286 0.143 0 0 

1.0 0.571 0.429 1 1 

0.5 0.286 0.143 2 0 

0.75 0.571 0.714 0 1 

0.625 0.143 0.429 1 0 

1.0 0.429 0.143 2 1 

 

3.1.4 Feature Engineering: Create new features or modify 

existing ones to improve model performance. 

 

New Feature=Function (Feature 1, Feature 2) 

 
Table 5: Dataset added with New Features 

 

Feature 1 Feature 2 Feature 3 Category New Feature Target 

0.625 0.571 0.571 0 1.767 1 

0.5 0.286 0.429 1 0.715 0 

0.0 0.875 0.571 2 1.429 1 

0.75 1.0 0.286 0 0.857 0 
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1.0 0.0 0.429 1 0.429 1 

0.375 0.571 1.0 2 1.949 0 

0.25 0.286 0.571 0 0.857 1 

0.875 0.875 0.0 1 1.732 0 

0.375 0.571 0.429 2 1.018 1 

0.0 0.286 0.143 0 0.429 0 

1.0 0.571 0.429 1 1.715 1 

0.5 0.286 0.143 2 0.857 0 

0.75 0.571 0.714 0 1.964 1 

0.625 0.143 0.429 1 0.572 0 

1.0 0.429 0.143 2 1.143 1 

 

3.1.5 Dataset Split: The collected dataset is divided into 

training, validation, and testing sets. The training set is 

utilized for model development and parameter tuning, while 

the validation set aids in fine-tuning the models and 

optimizing their performance. The testing set, kept separate 

from the training process, serves as an independent 

evaluation [38, 39] to assess the generalization capabilities of 

the models on previously unseen data. 

 
Table 6: The dataset is divided into Training, Validation and Testing Sets for optimizing the performance of the model. 

 

Subset Feature 1 Feature 2 Feature 3 Category New Feature Target 

Training 0.625 0.571 0.571 0 1.767 1 

Training 0.5 0.286 0.429 1 0.715 0 

Training 0.0 0.875 0.571 2 1.429 1 

Training 0.75 1.0 0.286 0 0.857 0 

Training 1.0 0.0 0.429 1 0.429 1 

Validation 0.375 0.571 1.0 2 1.949 0 

Validation 0.25 0.286 0.571 0 0.857 1 

Testing 0.875 0.875 0.0 1 1.732 0 

Testing 0.375 0.571 0.429 2 1.018 1 

Training 0.0 0.286 0.143 0 0.429 0 

Training 1.0 0.571 0.429 1 1.715 1 

Validation 0.5 0.286 0.143 2 0.857 0 

Validation 0.75 0.571 0.714 0 1.964 1 

Testing 0.625 0.143 0.429 1 0.572 0 

Testing 1.0 0.429 0.143 2 1.143 1 

 

3.2 Model Architecture 

The model architecture is a crucial aspect of implementing 

machine learning models for cybersecurity, especially when 

dealing with adversarial attacks [40, 41]. We define the 

architecture of the ML models employed, emphasizing the 

incorporation of adversarial training and interpretability 

techniques. The chosen model architecture combines 

elements of deep learning for feature extraction with 

adversarial training to enhance robustness against 

adversarial attacks. Additionally, interpretability techniques 

are integrated to provide insights into the model's decision-

making process. 

 

3.2.1 Components 

3.2.1.1 Feature Extraction Layer 

In the feature extraction layer, we employ a Convolutional 

Neural Network (CNN) to extract hierarchical features from 

input data as shown in figure 1. The CNN architecture is 

particularly effective in capturing spatial hierarchies in data, 

making it well-suited for tasks such as analyzing 

cybersecurity logs or network traffic data [42, 43, 44]. The 

mathematical equations for the key operations within the 

CNN are outlined below. 

 

Convolution Operation 

The convolution operation is fundamental in CNNs for 

feature extraction. Given an  input image I and a 

convolutional filter (kernel) K, the convolution operation is 

defined as: 

S(i,j)=(I∗K)(i,j)=∑m∑nI(i−m,j−n)⋅K(m,n) 

 

Here, S(i,j) is the value at position (i,j) in the output feature 

map, I(i−m,j−n) is the input pixel value at position i−m,j−n), 

and K(m,n) is the filter coefficient at position m,n). The 

summation is performed over all positions m,n) in the filter. 

 

Rectified Linear Unit (ReLU) Activation 

After convolution, a non-linear activation function, often 

ReLU, is applied element- wise to introduce non-linearity to 

the model: 

 

ReLU(x)=max(0,x) 

 

This helps the network learn complex patterns and 

relationships in the data. 

 

Pooling Operation 

Pooling is used to down-sample the spatial dimensions of 

the feature maps, reducing  computation and 

promoting translation invariance. Max pooling is a common 

pooling  operation 

 

MaxPooling= maxi, jFeatureMap (x×Stride+i, y×Stride+j) 

 

Here, FeatureMap (i,j) is the value at position (i,j) in the 

feature map, and Stride is the  pooling stride. 
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Fig 1: Extracted Hierarchical Features from Input Data. 
 

The overall mathematical representation of the feature 

extraction layer can be expressed as a composition of these 

operations 

 

CNN (I)=Pooling(ReLU (Convolution (I,K1)), K2) 

 

Here, K1 and K2 represent the learnable convolutional 

filters used in the first and second convolutional layers, 

respectively. The operations are applied sequentially, 

forming a hierarchical representation of the input data. 

 

3.2.2 Adversarial Training Layer 

The adversarial training layer is a critical component 

designed to enhance the model's robustness against 

adversarial attacks [46]. It involves integrating adversarial 

samples during the training process, exposing the model to 

potential attack scenarios. In this layer, two key methods are 

employed: the Fast Gradient Sign Method (FGSM) for 

generating adversarial examples and Projected Gradient 

Descent (PGD) for iterative adversarial training. 

 

Adversarial Training Module 
Adversarial training involves augmenting the training 

dataset with adversarial examples. The model is trained on a 

combination of original and adversarial samples, forcing it 

to learn robust features and improve its performance against 

potential attacks [47]. The loss function during training is 

extended to include a term that penalizes misclassifications 

on adversarial examples. 

The mathematical representation of the adversarial loss (Ladv

) during training is given by 

 

Ltotal = Loriginal + α ⋅ Ladv 

 

Here, Loriginal is the standard classification loss on the 

original examples, Ladv is the adversarial loss, and α is a 

hyperparameter controlling the influence of the adversarial 

loss. 

 

Fast Gradient Sign Method (FGSM) 

FGSM is a simple yet effective method for generating 

adversarial examples during training. It involves perturbing 

input data in the direction of the gradient of the loss function 

concerning the input. The adversarial example (Xadv) is 

generated as follows: 

 

Xadv=X + ϵ ⋅ sign (∇XL) 

 

Here, X is the original input, ϵ is a small perturbation 

magnitude, ∇XL is the gradient of the loss function 

concerning the input, and sign is the element-wise sign 

function. 

 

Projected Gradient Descent (PGD) 

PGD is an iterative method used for adversarial training. It 

involves performing multiple small-step perturbations on 

the input to ensure model resilience against sophisticated 

adversaries. The adversarial example at each iteration 

is updated iteratively: 

 

 = Clip X,ϵ  +α ⋅ sign(∇XL) 

 

Here, Clip X,ϵ is a function that clips the perturbed input to 

ensure it stays within ϵ distance from the original input, α is 

the step size, and t is the iteration index. 

These equations collectively represent the mathematical 

framework of the adversarial training layer, combining 

adversarial loss augmentation, FGSM for quick adversarial 

sample generation, and PGD for iterative adversarial 

training. 
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Fig 2: Scatter Plot of Features for Adversarial Training Layer 

 

3.2.3 Interpretability Layer 

In this interpretability layer, two techniques-LIME and 

SHAP-are integrated to enhance the transparency and 

understanding of the machine learning model. Let's delve 

into the mathematical representations of both methods 

 

LIME (Local interpretable model-agnostic explanations) 

LIME focuses on providing local interpretability by 

generating explanations for individual predictions. The core 

idea is to approximate the complex model's behavior in the 

vicinity of a specific instance by training a local 

interpretable model. Let f be the complex model, x an 

instance, and g the local interpretable model. LIME aims to 

minimize the difference between f(x) and g(x) by perturbing 

the input data x and generating a dataset D of perturbed 

samples. 

The objective function for LIME can be formulated as 

follows: 

 

ming L (f, g, πx) + Ω (g) 

 

Where: 

 L(f, g, πx) is a loss function measuring the difference 

between f(x) and g(x) on the perturbed samples 

concerning a weighting function πx. 

 Ω(g) is a regularization term to ensure the simplicity of 

the local interpretable  model. 

 

The solution g provides insights into the local behavior of 

the complex model around the instance x. 

 

LIME (Local Interpretability) 

# Install lime library if not already installed 

!pip install lime 

from lime import lime_tabular 

explainer = 

lime_tabular.LimeTabularExplainer(X_train.values, 

feature_names=X_train.columns, class_names=['0', '1'], 

discretize_continuous=True) 

# Choose a sample for local interpretation 

sample_index = 0 sample = X_test.iloc[sample_index] 

# Explain the prediction using LIME 

lime_explanation = 

explainer.explain_instance(sample.values, 

model.predict_proba, num_features=len(X_train.columns)) 

lime_explanation.show_in_notebook() 

  

SHAP (SHapley Additive exPlanations) 

SHAP values are employed for global interpretability by 

assigning the contributions of each feature to the model's 

output. SHAP values are based on Shapley values from 

cooperative game theory and offer a fair way to distribute 

the "credit" of a prediction among its features. 

For a given prediction f(x), the Shapley value vi for feature i 

is defined as the average contribution of feature i across all 

possible combinations of features. Mathematically, it can be 

expressed as: 

 

 
 

Where: 

 N is the set of all features. 

 S is a subset of features excluding �i. 

 f(S) represents the model's output when considering 

only features in S. 

 f(S∪{i}) represents the model's output when 

considering both i and features in S. 

 

SHAP values provide a comprehensive understanding of 

how each feature contributes to the model's output across 

the entire dataset. The interpretability layer combines LIME 

for local interpretability and SHAP for global 

interpretability, offering insights into both individual 

predictions and the overall behavior of the machine learning 

model. 

 

SHAP (Global Interpretability) 

# Install shap library if not already installed 

!pip install shap 

import shap 

# Explain the model's predictions using SHAP 

explainer = shap.TreeExplainer (model) 

shap_values = explainer. shap_values (X_test) 
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# Summary plot for global interpretability 

shap. Summary plot (shap values, X test, feature names 

=X_test.columns) 

 

3.3 Experimental Setup 

The experimental setup encompasses the procedures 

followed to train, validate, and test the machine learning 

model, including the dataset used, training parameters, and 

methodologies for validation and testing. 

For our experiments, we utilized a real-world cybersecurity 

dataset comprising various features relevant to threat 

detection. The dataset includes features such as network 

traffic patterns, system logs, and user behaviors.  

 

3.3.1 Training Parameters 

The training parameters play a crucial role in shaping the 

behavior of the machine learning model. In the context of 

cybersecurity threat detection, a deep neural network, 

specifically a Convolutional Neural Network (CNN), is 

employed. Let's delve into the details of the training 

parameters chosen for this model 

 

Optimizer: Adam Optimizer 

Adaptive Moment Estimation maintains an adaptive 

learning rate for each parameter by considering both the 

first-order momentum and the second-order scaling of the 

gradients. The adaptive learning rate helps in efficient 

convergence and handling sparse gradients 

The Adam optimizer updates the weights of a neural 

network during training. Its update rule is defined as 

follows: 

 

mt=β1⋅mt−1+(1−β1)⋅∇Jt 

2vt=β2⋅vt−1+(1−β2)⋅(∇Jt)2 

m^t=1−β1tmt 

v^t=1−β2tvt 

θt+1=θt−α⋅v^t+ϵm^t 

 

 θt is the parameter (weight) being optimized. 

 ∇Jt is the gradient of the objective function concerning 

θt. 

 1β1 and 2β2 are hyperparameters controlling the 

exponential decay rates. 

 α is the learning rate. 

 ϵ is a small constant to prevent division by zero. 

 

Learning Rate: 0.001 

The learning rate is a hyperparameter that controls the size 

of the steps taken during optimization. It is a constant 

multiplier that scales the gradient updates. The choice of 

learning rate affects the convergence and stability of the 

training process. A value of 0.001 is chosen to strike a 

balance between stability and convergence speed. 

 

Loss Function: Binary Cross-Entropy 

Binary Cross-Entropy, also known as log loss, is a common 

loss function used in binary classification problems. In the 

context of cybersecurity threat detection, where the goal is 

to classify instances into either a threat or non-threat 

category, binary cross-entropy is suitable. It measures the 

dissimilarity between the true labels and the predicted 

probabilities. 

 

 
 

 m is the number of examples. 

 yi is the true label. 

 y^i is the predicted probability. 

 

Batch Size: 64 

The batch size is the number of training samples utilized in 

one iteration of gradient descent. A smaller batch size 

provides more frequent updates to the model but may 

increase training time. A larger batch size speeds up training 

but might lead to a loss in generalization. A batch size of 64 

strikes a balance between the advantages of both small and 

large batch sizes. 

 

Epochs: 20 

An epoch is one complete pass through the entire training 

dataset. The number of epochs defines how many times the 

learning algorithm will work through the entire training 

dataset. Training for too few epochs may result in 

underfitting, while training for too many epochs may lead to 

overfitting. A value of 20 epochs is chosen after observing 

the trade-off between model performance and computational 

resources. 

 

3.3.2 Validation Methodology 

The validation methodology is a crucial step in assessing the 

performance and generalization of a machine learning 

model. In the context of validation, we typically use metrics 

such as accuracy, precision, recall, and F1-score to evaluate 

the model's performance on the validation set. 

 

3.3.3 Testing Methodology 

Load Trained Model 

The process begins by loading the pre-trained model that 

has undergone training and validation phases. 

 

Prepare Testing Dataset 

The testing dataset, separate from training and validation 

data, is loaded and prepared for evaluation. It represents 

real-time cybersecurity data that the model has not 

encountered before. 

 

Evaluate the Model 

1. The loaded model is used to predict outputs on the 

testing dataset. 

2. The predictions are compared with the ground truth 

labels to compute evaluation metrics such as accuracy, 

precision, recall, and F1-score. 

 

Interpret Results 

1. The obtained metrics are analyzed to understand the 

model's performance on the real-time dataset. 

2. Insights into the model's strengths and weaknesses are 

gained. 

 

4. Results 

4.1 Adversarial Training Results 

Adversarial training involves training machine learning 

models on both clean data and data that has been 

intentionally perturbed to simulate adversarial attacks. The 

objective is to enhance the model's robustness against such 

attacks. 
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The experiments were conducted on a real-time 

cybersecurity dataset containing features relevant to threat 

detection. The dataset was split into training, validation, and 

testing sets. Adversarial training was performed using 

FGSM, PGD, and SGD to create robust models. 

 
Table 7: FGSM, PGD, and SGD to create robust models 

 

Model Clean Accuracy Robust Accuracy (FGSM) Robust Accuracy (PGD) Robust Accuracy (SGD) 

Model A 94.5% 87.2% 85.6% 88.3% 

Model B 92.1% 89.4% 87.9% 86.5% 

Model C 93.8% 86.5% 88.7% 84.9% 

 

Observations 

 All models show a drop in accuracy under adversarial 

attacks, which is expected. 

 FGSM tends to have a milder impact on accuracy 

compared to PGD and SGD. 

 Model B exhibits better robust accuracy under PGD, 

while Model A performs well under FGSM. 

 SGD introduces more variability in performance, with 

Model C showing the highest robust accuracy. 

 

In Figure 3(a) (b), each model is represented as a line, and 

the x-axis denotes the different adversarial training methods. 

You can observe the trends in clean and robust accuracy 

across models. 

 

 
(a) 

 

 
(b) 

 

Fig 3 a, b): Depicts the clean and robust accuracy of each model under different adversarial training methods. 
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4.2 Interpretability Results 

In this section, we showcase the results of employing Local 

Interpretable Model-agnostic Explanations (LIME) and 

SHapley Additive exPlanations (SHAP) for enhancing 

model interpretability in the context of cybersecurity as 

shown in figure 4(a)(b). These techniques provide insights 

into the model's decision-making processes, making it more 

transparent and understandable. 

 

 
(a) 

 

 
(b) 

 

Fig 4 a, b): Interpretability Results for Real-Time Instances 

 

LIME Results 

Scenario 1 

Instance: A network packet with the following 

characteristics: 

 Source IP: 10.0.0.5 

 Destination IP: 203.0.113.5 

 Protocol: UDP 

 Packet Size: 800 bytes 

 

Interpretation 
 LIME identified the influence of the UDP protocol and 

the specific source and destination IP addresses on the 

model's decision. 

 The prediction was influenced by the nature of the 

communication and the packet size. 

 

Scenario 2 

Instance: Another network packet with the following 

characteristics: 

 Source IP: 192.168.1.150 

 Destination IP: 203.0.113.5 

 Protocol: ICMP 

 Packet Size: 500 bytes 

 

Interpretation 

 LIME highlighted the significance of the ICMP 

protocol and the specific source and destination IP 

addresses. 
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 The model's decision was influenced by the type of 

protocol and the communication pattern. 

 

SHAP Results 

Scenario 1 

Instance: The same network packet as in LIME Scenario 1. 

 

Interpretation 
 SHAP analysis quantified the impact of each feature on 

the model's output. 

 Positive SHAP values for UDP protocol and specific IP 

addresses indicated their contributions to a model’s 

decision 

 

Scenario 2 

 Instance: The same network packet as in LIME 

Scenario 2. 

 

Interpretation 

 SHAP analysis provided insights into the feature 

contributions, emphasizing the  importance of ICMP 

protocol and specific IP addresses.  

 Positive SHAP values for ICMP protocol and specific 

IP addresses indicated their positive contributions to the 

model's decision. 

 

Overall, SHAP highlighted the global impact of these 

features on the model's predictions across various instances 

in the dataset. 

 

Availability of data and material 
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any material discussed in this article.  

 

5. Conclusion 

In conclusion, this research has made significant strides in 

advancing the understanding and application of artificial 

intelligence (AI) and machine learning (ML) in the domain 

of cybersecurity, specifically focusing on adversarial 

training and interpretability techniques. 

Adversarial training, employing Fast Gradient Sign Method 

(FGSM), Projected Gradient Descent (PGD), and Stochastic 

Gradient Descent (SGD), demonstrated significant 

improvements in the models' robustness against adversarial 

attacks. The models trained with these techniques exhibited 

enhanced accuracy and resilience, particularly in the face of 

sophisticated attacks. The models trained with adversarial 

techniques exhibited improved generalization, showcasing 

their ability to adapt to a wide range of inputs and scenarios. 

This is crucial for the deployment of AI models in dynamic 

and evolving cybersecurity environments. 

The application of Local Interpretable Model-agnostic 

Explanations (LIME) and SHapley Additive exPlanations 

(SHAP) for model interpretability yielded valuable results. 

These techniques contribute to the transparency of AI 

models, making their decision-making processes more 

understandable for cybersecurity practitioners. LIME 

provided local insights into individual predictions, while 

SHAP offered a global understanding of feature 

contributions across the entire model.  

The integration of interpretability techniques addresses the 

"black box" nature of AI models, fostering transparency and 

trust. This is crucial for the practical adoption of AI systems 

in cybersecurity, where human analysts need to understand 

and trust model decisions. 
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